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Abstract 1 

There is ongoing debate on the relationship between intra-individual variability (IIV) of 2 

cognitive processes and task performance. While psychological research has traditionally 3 

assumed that lower intra-individual variability (IIV) aids consistent task performance, some 4 

studies suggest that greater IIV can also be adaptive, especially when flexible responding is 5 

required. Here we selectively manipulate two cognitive processes with differing task 6 

demands, response speed (Going; simple task) and inhibitory control (Stopping; complex 7 

task), by means of a training paradigm and assess how this impacts IIV and its relationship to 8 

task performance. A group of 208 6-13-year-old children were randomly allocated to an 8-9 

week training targeting Going (control group) or Stopping (experimental group). The stop 10 

signal task was administered before and after training. Training Going led to adaptive 11 

reductions in Going IIV, which allows more consistent and efficient Going performance. In 12 

contrast, training Stopping led to adaptive increases in Stopping IIV, where greater flexibility 13 

in cognitive processing is required to meet higher task demands. These findings provide 14 

systematic and causal evidence of the process-dependent relationship of IIV and task 15 

performance in the context of Going and Stopping, suggesting a more nuanced perspective 16 

on IIV with implications for developmental, ageing and intervention studies. 17 

 18 

Keywords: intra-individual variability; cognitive training; inhibitory control; response speed; 19 

middle childhood 20 
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Introduction 1 

Fluctuations in performance are a hallmark of cognitive processing over the lifespan (Shalev, 2 

Bauer, and Nobre 2019), and previous research shows that intra-individual variability (IIV) 3 

measures of performance are more sensitive to developmental differences than conventional 4 

mean measures (Tamnes et al. 2012). This has resulted in a wealth of investigations using IIV 5 

measures of cognitive performance as markers of development-, ageing- and training-related 6 

changes (Tamnes et al. 2012; MacDonald, Hultsch, and Dixon 2003; Cherbuin, Sachdev, and 7 

Anstey 2010; Cubillo et al. 2022; Ram et al. 2005). The prevailing assumption is that reductions 8 

in IIV are adaptive because cognitive performance becomes more consistent and optimised 9 

(MacDonald, Nyberg, and Bäckman 2006; Williams et al. 2005; Cubillo et al. 2022; Ram et al. 10 

2005). However, some studies also report an adaptive role of IIV increases, suggesting that 11 

IIV may not consistently reflect the same phenomenon across cognitive domains or even 12 

within the same individual (Allaire and Marsiske 2005). Such a disparity in findings may be 13 

accounted for by differing task demands, where improving performance in simple tasks (e.g. 14 

tasks with predictable or deterministic responses) might require consistent responses, but 15 

becoming better at complex tasks (e.g. tasks with unpredictable responses) might instead 16 

require flexible cognitive processing (Li et al. 2001; MacDonald, Hultsch, and Dixon 2003). 17 

Importantly, training studies provide valuable insight into how IIV of different cognitive 18 

processes fluctuates when performance is causally manipulated to improve (von Bastian and 19 

Oberauer 2014). Here we use a training design and leverage the differing task demands of 20 

response speed (i.e. Going; simple task) and inhibitory control (i.e. Stopping; complex task) to 21 

investigate how IIV in these two cognitive processes is modulated in middle childhood when 22 

performance is causally improved. 23 
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Despite a longstanding tradition in psychology research of relying on mean levels of 1 

performance as the main outcome measure, there has been increased interest in IIV 2 

measures of accuracy and reaction times (Williams et al. 2005; Nesselroade 1991b; 1991a; 3 

Shalev, Bauer, and Nobre 2019; Thompson, Schel, and Steinbeis 2021). Hultsch and colleagues 4 

(Hultsch and MacDonald 2004; Hultsch, MacDonald, and Dixon 2002) describe two types of 5 

IIV: dispersion, which refers to within-person variability across different tasks at a single 6 

timepoint, and inconsistency, which refers to within-person fluctuations across trials or 7 

sessions of the same task. The latter form of IIV, particularly in relation to reaction times (RT), 8 

will be the focus of the present study. IIV is increasingly recognised as a complementary 9 

source of information to mean measures rather than a source of noise or random error 10 

(Williams et al. 2005; Nesselroade 1991a). Moreover, IIV shows higher sensitivity than mean 11 

levels of performance as a marker of development (Tamnes et al. 2012), ageing (MacDonald, 12 

Hultsch, and Dixon 2003; Cherbuin, Sachdev, and Anstey 2010), and brain disorders 13 

(MacDonald, Nyberg, and Bäckman 2006). Changes in IIV have also been associated with 14 

changes in prefrontal brain structure and function, white matter integrity, and dopaminergic 15 

neuromodulation (MacDonald, Li, and Bäckman 2009; Tamnes et al. 2012; van Belle et al. 16 

2015). However, although there has been much progress in unravelling the functional 17 

significance of IIV, it is not yet well understood whether IIV modulations reflect adaptive or 18 

maladaptive cognitive processing. 19 

It is generally assumed that a reduction in behavioural IIV reflects more efficient 20 

cognitive performance and therefore is adaptive (Unsworth 2015), whereas increased IIV 21 

reflects lapses of attention and failure to maintain cognitive control (MacDonald, Li, and 22 

Bäckman 2009; West et al. 2002). This notion is supported by studies showing that IIV follows 23 

a U-shaped function over the lifespan, where IIV decreases from childhood into young 24 
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adulthood (reflecting optimisation of cognitive processing) and increases again in the elderly 1 

(reflecting a decline in cognitive function) (Williams et al. 2005; MacDonald, Nyberg, and 2 

Bäckman 2006). A recent cognitive training study also shows that, after a working memory 3 

training, children show better accuracy and reduced IIV in working memory and selective 4 

attention tasks (Cubillo et al. 2022), consistent with the idea that training improves efficiency 5 

and stability in cognitive processing (von Bastian and Oberauer 2014). Similar findings have 6 

been reported in older adults, where repeated practice of memory speed tasks results in IIV 7 

reductions (Ram et al. 2005). Moreover, correlational studies show that lower IIV is associated 8 

with better task performance (MacDonald, Hultsch, and Dixon 2003; Rabbitt et al. 2001), 9 

supporting the idea that reductions in IIV are adaptive. 10 

However, some studies suggest that increases in IIV can also be adaptive, as they could 11 

reflect flexible cognitive processing in response to changes in the environment (Li, Huxhold, 12 

and Schmiedek 2004). For instance, increased IIV during childhood is key for learning, as it 13 

allows the testing and acquisition of new strategies that eventually lead to positive 14 

development (Allaire and Marsiske 2005; Siegler 1994; Nussenbaum and Hartley 2019). In line 15 

with this, it was found that children show especially variable behaviour on trials immediately 16 

before discovering a new strategy, as well as on the trial where the new strategy is discovered 17 

(Siegler and Jenkins 1989). Increased IIV is also observed when performing tasks with a higher 18 

level of cognitive demand or tasks that allow room for improvement: Garrett and colleagues 19 

(Garrett, McIntosh, and Grady 2014) used a face-matching task and found that as task 20 

difficulty gradually increased so did IIV levels, likely reflecting that participants were testing 21 

new strategies to overcome increased task demands. Further, correlational analyses show 22 

that, particularly for tasks where strategy use plays a central role (e.g. spatial memory tasks 23 
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with increasing difficulty levels), increased IIV is associated with better task performance (Li 1 

et al. 2001). 2 

Altogether, the studies reported above shed some light onto the question of when IIV 3 

is adaptive or maladaptive. However, they also point out the complexity of defining the 4 

functional role of IIV at different lifespan stages and within different cognitive domains. In 5 

this sense, training studies hold the potential to provide rich insight into how IIV of different 6 

cognitive processes is modulated when performance is causally manipulated to become more 7 

efficient and stable (von Bastian and Oberauer 2014; Cubillo et al. 2022). Here, we aimed to 8 

address this question in the context of response speed and inhibitory control during middle 9 

childhood. Response speed, or Going, refers to the cognitive ability of promptly responding 10 

to a stimulus, and reflects the speed in which individuals can sense, perceive, understand and 11 

respond to new information (Silva and Lee 2021). Inhibitory control, or Stopping, refers to the 12 

cognitive ability of suppressing impulsive or habituated responses to achieve long term goals 13 

(Diamond 2013). Importantly, while Going can be considered a simple task (i.e. requires a 14 

simple motor response), Stopping is arguably more complex since it requires the initiation of 15 

a response followed by its subsequent inhibition. In the context of the stop signal task, the 16 

level of task complexity during Going and Stopping is further defined by their predictability: 17 

while participants are always presented with a go signal (predictable), they are randomly 18 

presented with a stop signal in a subset of trials (unpredictable). These two cognitive 19 

processes thus offer the possibility to contrast how IIV is modulated by training across 20 

domains with different levels of cognitive demand. Further, Going abilities during childhood 21 

have been related to positive academic outcomes (Geary 2010), while Stopping abilities 22 

predict positive cognitive and socio-emotional development (Moffitt et al. 2011). Moreover, 23 

both Going and Stopping abilities show protracted development, with marked qualitative and 24 
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quantitative improvements during childhood (Luna, Padmanabhan, and O’Hearn 2010; 1 

Durston et al. 2002; Geary 2010; Kail 1991). The potential for malleability, together with their 2 

positive impact on wellbeing, makes Going and Stopping excellent candidates to investigate 3 

training effects during childhood. 4 

Previous studies measuring IIV in RTs often rely on conventional variability measures 5 

that assume a Gaussian distribution in RTs (e.g. standard deviation or coefficient of variation). 6 

However, because RTs are positively skewed, they are more closely fitted by ex-Gaussian 7 

distributions: by combining parameters from the Gaussian and exponential distribution, ex-8 

Gaussian distributions offer a much finer level of analysis with greater interpretative power 9 

than conventional measures (Luce 1986; McAuley et al. 2006; Matzke et al. 2013; Matzke, 10 

Love, and Heathcote 2017). In particular, they generate three parameters of interest: the mu 11 

parameter (mean of the Gaussian distribution) reflects average processing speed; the sigma 12 

parameter (standard deviation of the Gaussian distribution) reflects variability in processing 13 

speed; the tau parameter (mean and standard deviation of the exponential distribution, i.e. 14 

tail of the distribution) reflects the degree and variability of occasional extremely slow 15 

responses (i.e. extremely slow processing speed), and has been linked to attentional lapses 16 

and transient periods of inefficient task performance (Hervey et al. 2006; Karalunas et al. 17 

2014; West et al. 2002). Here we employed ex-Gaussian parameters from the go and stop RT 18 

distributions to examine how IIV in Going and Stopping responses is modulated by training. 19 

The present study aimed to study how training modulates IIV of two cognitive 20 

processes with differing task demands (Going and Stopping) in middle childhood. Six- to 21 

thirteen-year-old children underwent an 8-week inhibitory control (experimental group; stop 22 

signal task) or response speed (control group; reaction time task) training, and additionally 23 

completed the stop signal task before training (T0), immediately after training (T1), and one-24 
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year after training (T2). An ex-Gaussian approach was used to generate mean (mu) and IIV 1 

(sigma, tau) measures of Stopping and Going responses at T0, T1 and T2; Gaussian mean and 2 

standard deviation (SD) measures were generated for the training data. To establish how task 3 

accuracy and response features (mean processing speed and IIV) are associated during Going 4 

and Stopping, we first tested the relation between these measures at T0 separately for each 5 

process of interest. In line with the general assumption that reductions in behavioural IIV 6 

reflect more efficient cognitive performance, we expected that greater Going accuracy 7 

(probability of hit, pHit) would be related to faster and less variable go responses. However, 8 

because the inhibitory control training is more cognitively demanding, we predicted that 9 

greater Stopping accuracy (probability of correctly Stopping, pStop) would be related to faster 10 

and more variable stop responses. In line with these hypotheses, we also expected that, after 11 

the response speed training, the control group would show more accurate, faster and less 12 

variable Going performance, reflecting more efficient cognitive processing; instead, after the 13 

inhibitory control training, we hypothesised the experimental group would show more 14 

accurate, faster and more variable Stopping performance, reflecting more flexible cognitive 15 

processing. Note also that we did not have specific predictions about how Going performance 16 

would be modulated by the inhibitory control training in the experimental group, or about 17 

how Stopping performance would be modulated by the response speed training in the control 18 

group. Finally, we hypothesised that training-related changes would be maintained at T2, and 19 

that they would be further supported by similar modulations of Going and Stopping responses 20 

over the training weeks.  21 

 22 

 23 

 24 
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Results 1 

Correlations at T0 between accuracy and RT parameters 2 

We first tested how response accuracy is related to RT parameters (mu, sigma, tau) at T0 for 3 

Going and Stopping separately. When testing effects on Going measures (GoRT), there was a 4 

negative correlation between mu and pHit (b = -.338, t(187.1) = 4.058, p < .001) (Figure 1A), 5 

a negative correlation between sigma and pHit (b = -.104, t(187.6) = 4.612, p < .001) (Figure 6 

1B), and no correlation between tau and pHit (b = -.008, t(171.6) = .619, p = .536) (Figure 1C), 7 

indicating that greater Going accuracy was related to faster and less variable Going 8 

performance. When testing effects on Stopping measures (SSRT), there was a negative 9 

correlation between mu and pStop (b = -.042, t(198.4) = 3.970, p < .001) (Figure 1D), a positive 10 

correlation between sigma and pStop (b = .006, t(189.0) = 3.345, p < .001) (Figure 1E), and no 11 

correlation between tau and pStop (b = -.003, t(196.9) = 1.647, p = .101) (Figure 1F), indicating 12 

that greater Stopping accuracy was related to faster and more variable Stopping performance. 13 

 14 

Figure 1. Scatterplots for correlations between accuracy and RT parameters for Going (blue; 15 

top row) and Stopping (red; bottom row) at T0 (before training). A) muGoRT and pHit. B) 16 
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sigmaGoRT and pHit. C) tauGoRT and pHit. D) muSSRT and pStop. E) sigmaSSRT and pStop. F) 1 

tauSSRT and pStop. 2 

 3 

Training effects on Going 4 

We tested the effects of training on pHit and GoRT parameters (mu, sigma and tau) (see 5 

Supplementary Materials S1, Table S1-1). 6 

 7 

pHit (accuracy) 8 

For pHit (Figure 2A), there was no main effect of Timepoint (F(2,412) = 2.332, p = .098), no 9 

main effect of Group (F(1,206) = 3.292, p = .071), but there was an interaction effect between 10 

Timepoint and Group (F(2,412) = 4.716, p = .009). Post-hoc pairwise comparisons showed 11 

that, in the control group, there were no differences across timepoints (T0-T1: t(412) = .743, 12 

p = 1.000, dz = .105; T0-T2: t(412) = .409, p = 1.000, dz = .058; T1-T2: t(412) = .334, p = 1.000, 13 

dz = .093); in the experimental group, children were less accurate at T1 compared to T0 (t(412) 14 

= 3.311, p = .015, dz = .453) and T2 (t(412) = 3.147, p = .026, dz = .430), and there were no 15 

differences between T0 and T2 (t(412) = .164, p = 1.000, dz = .022). Moreover, at T0 and T2 16 

there were no differences between control and experimental groups (T0: t(593) = .224, p = 17 

1.000, dz = .034; T2: t(593) = .309, p = 1.000, dz = .046), while at T1 the control group was 18 

more accurate than the experimental group (t(593) = 3.487, p = .008, dz = .524). 19 

 20 

Mu (mean processing speed) 21 

For mu (Figure 2B), there was a main effect of Timepoint (F(2,412) = 84.11, p < .001), a main 22 

effect of Group (F(1,206) = 183.8, p < .001), and an interaction effect between Timepoint and 23 

Group (F(2,412) = 69.13, p < .001). Post-hoc pairwise comparisons showed that, in the control 24 

group, performance was faster at T1 compared to T0 (t(412) = 4.511, p < .001, dz = .635) and 25 
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T2 (t(412) = 8.965, p < .001, dz = 1.262), and slower at T2 compared to T0 (t(412) = 4.454, p < 1 

.001, dz = .627); in the experimental group children performed slower at T1 compared to T0 2 

(t(412) = 12.19, p < .001, dz = 1.668), and at T2 compared to T0 (t(412) = 13.92, p < .001, dz = 3 

1.904). There were no differences between T1 and T2 (t(412) = 1.725, p = 1.000, dz = .236). 4 

Moreover, at T0 there were no differences between control and experimental groups (t(532) 5 

= 2.537, p = .172, dz = .416), while at T1 and T2 the control group performed faster than the 6 

experimental group (T1: t(532) = 16.57, p < .001, dz = 2.719; T2: t(532) = 10.32, p < .001, dz = 7 

1.693). 8 

 9 

Sigma (variability in processing speed) 10 

For sigma (Figure 2C), there was no main effect of Timepoint (F(2,412) = .354, p = .702), but 11 

there was a main effect of Group (F(1,206) = 168.8, p < .001) and an interaction effect 12 

between Timepoint and Group (F(2,412) = 68.88, p < .001). Post-hoc pairwise comparisons 13 

showed that, in the control group, performance was less variable at T1 compared to T0 (t(412) 14 

= 8.331, p < .001, dz = 1.172) and T2 (t(412) = 5.304, p < .001, dz = .746), and less variable at 15 

T2 compared to T0 (t(412) = 3.027, p = .039, dz = .426); in the experimental group performance 16 

was more variable at T1 compared to T0 (t(412) = 8.197, p < .001, dz = 1.121) and T2 (t(412) = 17 

4.277, p < .001, dz = .585), and at T2 compared to T0 (t(412) = 3.920, p = .002, dz = .536). 18 

Moreover, at T0 there were no differences between control and experimental groups (t(586) 19 

= 1.496, p = 1.000, dz = .227), while at T1 and T2 performance for the control group was less 20 

variable than for the experimental group (T1: t(586) = 16.61, p < .001, dz = 2.520; T2: t(586) = 21 

7.834, p < .001, dz = 1.189). 22 

 23 

 24 
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Tau (degree and variability of occasional extremely slow responses) 1 

For tau (Figure 2D), there was a main effect of Timepoint (F(2,412) = 952.8, p < .001), a main 2 

effect of Group (F(1,206) = 2500.2, p < .001), and an interaction effect between Timepoint 3 

and Group (F(2,412) = 453.4, p < .001). Post-hoc pairwise comparisons showed that, in the 4 

control group, there were no differences between T0 and T1 (t(412) = 2.117, p = .522, dz = 5 

.298), but the degree and variability in extremely slow responses was lower at T2 compared 6 

to T0 (t(412) = 12.44, p < .001, dz = 1.751) and T1 (t(412) = 10.32, p < .001, dz = 1.453); in the 7 

experimental group the degree and variability in extremely slow responses was lower at T1 8 

compared to T0 (t(412) = 41.57, p < .001, dz = 5.683), and lower at T2 compared to T0 (t(412) 9 

= 47.89, p < .001, dz = 6.548) and T1 (t(412) = 6.325, p < .001, dz = .865). Moreover, at all 10 

timepoints the degree and variability in extremely slow responses was greater for the control 11 

group than for the experimental group (T0: t(615) = 6.516, p < .001, dz = .929; T1: t(615) = 12 

44.31, p < .001, dz = 6.314; T2: t(615) = 40.18, p < .001, dz = 5.725). 13 

 14 
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Figure 2. Plots for go accuracy and GoRT measures at T0 (before training), T1 (after training) 1 

and T2 (one-year follow-up) for the control and experimental groups: estimated marginal 2 

mean (filled circle) and raw individual datapoints (shaded circles). A) pHit. B) Mu. C) Sigma. D) 3 

Tau. 4 

 5 

Training effects on Stopping 6 

We tested the effects of training on pStop and SSRT parameters (mu, sigma and tau) (see 7 

Supplementary Materials S1, Table S1-2). 8 

 9 

pStop (accuracy) 10 

For pStop (Figure 3A), there was a main effect of Timepoint (F(2,412) = 6.030, p = .003), a 11 

main effect of Group (F(1, 206) = 30.59, p < .001), and an interaction effect between 12 

Timepoint and Group (F(2,412) = 9.438, p < .001). Post-hoc pairwise comparisons showed 13 

that, in the control group, there were no differences across timepoints (T0-T1: t(412) = 1.423, 14 

p = 1.000, dz = .200; T0-T2: t(412) = 1.123, p = 1.000, dz = .158; T1-T2: t(412) = 2.546, p = 1.000, 15 

dz = .358); in the experimental group, children were more accurate at T1 compared to T0 16 

(t(412) = 4.740, p < .001, dz = .648), at T2 compared to T0 (t(412) = 3.735, p = .003, dz = .510), 17 

and there were no differences between T1 and T2 (t(412) = 1.005, p = 1.000, dz = .137). 18 

Moreover, at T0 there were no differences between control and experimental groups (t(604) 19 

= .800, p = 1.000, dz = .118), while at T1 and T2 the experimental group was more accurate 20 

than the control group (T1: t(604) = 6.572, p < .001, dz = .966; T2: t(604) = 3.200, p = .022, dz 21 

= .470). 22 

 23 

Mu (mean processing speed) 24 

For mu (Figure 3B), there was a main effect of Timepoint (F(2,412) = 88.19, p < .001), no main 25 

effect of Group (F(1,206) = .608, p = .436), and an interaction effect between Timepoint and 26 
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Group (F(2,412) = 195.4, p < .001). Post-hoc pairwise comparisons showed that, in the control 1 

group, children performed slower at T1 compared to T0 (t(412) = 12.12, p < .001, dz = 1.706) 2 

and at T2 compared to T0 (t(412) = 11.14, p < .001, dz = 1.568), but there were no differences 3 

between T1 and T2 (t(412) = .984, p = 1.000, dz = .138); in the experimental group children 4 

performed faster at T1 compared to T0 (t(412) = 15.06, p < .001, dz = 2.058) and T2 (t(412) = 5 

18.65, p < .001, dz = 2.550), and slower at T2 compared to T0 (t(412) = 3.598, p = .005, dz = 6 

.492). Moreover, at T0 and T2 the experimental group performed slower than the control 7 

group (T0: t(613) = 10.77, p < .001, dz = 1.545; T2: t(613) = 3.270, p = .017, dz = .469), while at 8 

T1 the experimental group performed faster than the control group (t(613) = 15.48 p < .001, 9 

dz = 2.219). 10 

 11 

Sigma (variability in processing speed) 12 

For sigma (Figure 3C), there was a main effect of Timepoint (F(2,412) = 217.7, p < .001), a main 13 

effect of Group (F(1,206) = 10.03, p = .002), and an interaction effect between Timepoint and 14 

Group (F(2,412) = 574.8, p < .001). Post-hoc pairwise comparisons showed that, in the control 15 

group, performance was less variable at T1 compared to T0 (t(412) = 9.757, p < .001, dz = 16 

1.373) and T2 (t(412) = 9.179, p < .001, dz = 1.292), but there were no differences between T0 17 

and T2 (t(412) = .577, p = 1.000, dz = .081); in the experimental group performance was more 18 

variable at T1 compared to T0 (t(412) = 38.60, p < .001, dz = 5.277) and T2 (t(412) = 15.92, p < 19 

.001, dz = 2.177), and at T2 compared to T0 (t(412) = 22.68, p < .001, dz = 3.100). Moreover, 20 

at T0 performance for the experimental group was less variable than for the control group 21 

(t(604) = 24.33, p < .001, dz = 3.573), at T1 performance for the experimental group was more 22 

variable than for the control group (t(604) = 20.95, p < .001, dz = 3.077), and at T2 there were 23 

no differences between groups (t(604) = 2.668, p = .118, dz = .392). 24 
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Tau (degree and variability of occasional extremely slow responses) 1 

For tau (Figure 3D), there was a main effect of Timepoint (F(2,412) = 436.5, p < .001), a main 2 

effect of Group (F(1,206) = 3.905, p = .049), and an interaction effect between Timepoint and 3 

Group (F(2,412) = 532.5, p < .001). Post-hoc pairwise comparisons showed that, in the control 4 

group, the degree and variability in extremely slow responses was lower at T1 compared to 5 

T0 (t(412) = 3.384, p = .012, dz = .476) and T2 (t(412) = 7.754, p < .001, dz = 1.091), and greater 6 

at T2 compared to T0 (t(412) = 4.370, p < .001, dz = .615); in the experimental group the degree 7 

and variability in extremely slow responses was greater at T1 compared to T0 (t(412) = 43.35, 8 

p < .001, dz = 5.927) and T2 (t(412) = 15.40, p < .001, dz = 2.106), and at T2 compared to T0 9 

(t(412) = 27.95, p < .001, dz = 3.821). Moreover, at T0 the degree and variability in extremely 10 

slow responses was lower for the experimental group than for the control group (t(608) = 11 

20.75, p < .001, dz = 3.022), at T1 it was greater for the experimental group than for the control 12 

group (t(608) = 23.21, p < .001, dz = 3.381), and at T2 there were no differences between 13 

groups (t(608) = 1.262, p = 1.000, dz = .184). 14 

 15 
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Figure 3. Plots for stop accuracy and SSRT measures at T0 (before training), T1 (after training) 1 

and T2 (one-year follow-up) for the control and experimental groups: estimated marginal 2 

mean (filled circle) and raw individual datapoints (shaded circles). A) pStop. B) Mu. C) Sigma. 3 

D) Tau. 4 

 5 

Changes in Going and Stopping over training weeks 6 

We also tested how accuracy, mean processing speed and IIV in processing speed changed 7 

over the training weeks for each group (see Supplementary Materials S1, Table S1-3). Note 8 

that the control group measures were extracted from the reaction time task in the response 9 

speed training, so measures were related to Going performance and included pHit, mean-10 

GoRT and SD-GoRT; instead, the experimental group measures were extracted from the stop 11 

signal task in the inhibitory control training, so measures were related to Stopping 12 

performance and included pStop, mean-SSRT and SD-SSRT. 13 

For accuracy in the control group (pHit) (Figure 4A), there was a main effect of Week, 14 

where accuracy decreased over weeks (b = -.016, t(353.5) = 11.11, p < .001). For accuracy in 15 

the experimental group (pStop) (Figure 4B), there was a main effect of Week, where accuracy 16 

increased over weeks (b = .002, t(849.9) = 4.789, p < .001). 17 

For mean processing speed in the control group (mean-GoRT) (Figure 4C), there was 18 

a main effect of Week, where mean processing speed decreased over weeks (b = -17.75, 19 

t(531.3) = 10.57, p < .001). For mean processing speed in the experimental group (mean-SSRT) 20 

(Figure 4D), there was also a main effect of Week, where mean processing speed again 21 

decreased over weeks (b = -13.19, t(443.4) = 8.275, p < .001). 22 

For IIV in processing speed in the control group (SD-GoRT) (Figure 4E), there was a 23 

main effect of Week, where SD in processing speed decreased over weeks (b = -2.159, t(478.8) 24 

= 2.077, p = .038). For IIV in processing speed in the experimental group (SD-SSRT) (Figure 4F), 25 
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there was a main effect of Week, where SD in processing speed increased over weeks (b = 1 

2.540, t(353.0) = 2.353, p = .019). 2 

 3 

Figure 4. Plots for measures over training weeks for control (response speed training; left 4 

panels) and experimental (inhibitory control training; right panels) groups: estimated 5 

marginal mean for each week (filled circle), estimated slope across weeks (thick line), and raw 6 

individual datapoints (thin lines). A) Accuracy for control group (pHit). B) Accuracy for 7 

experimental group (pStop). C) Mean processing speed for control group (mean-GoRT). D) 8 

Mean processing speed for experimental group (mean-SSRT). E) SD in processing speed for 9 

control group (SD-GoRT). F) SD in processing speed for experimental group (SD-SSRT). 10 

 11 

 12 

 13 
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Discussion 1 

The present study investigated how training modulates IIV of two cognitive processes with 2 

differing task demands, i.e. response speed (i.e. Going) and inhibitory control (i.e. Stopping), 3 

during middle childhood. A group of 208 six- to thirteen-year-old children underwent an 8-4 

week inhibitory control (experimental group) or response speed (control group) training, and 5 

completed the stop signal task before (T0), immediately after (T1), and one-year after (T2) 6 

the training. We found that, at T0, higher Going accuracy was related to faster and less 7 

variable go responses; instead, higher Stopping accuracy was related to faster and more 8 

variable stop responses. In line with this, we found that, while the control group’s Going 9 

performance became faster and less variable after the training, the experimental group’s 10 

Stopping performance became more accurate, faster and more variable. Importantly, these 11 

patterns were further supported by modulations in Going and Stopping responses over the 12 

training weeks. Overall, these findings demonstrate that Going and Stopping IIV are 13 

differently modulated by training during middle childhood, which in turn suggests distinct 14 

functional roles of IIV across these two cognitive processes. 15 

To establish how task accuracy and response features (mean processing speed and 16 

IIV) are associated during Going and Stopping, we first examined how these measures were 17 

related at T0, that is, before participants completed any training. For Going, there was a 18 

negative association between accuracy and processing speed, as well as between accuracy 19 

and IIV as measured by sigma (i.e. variability in processing speed), indicating that better 20 

accuracy is related to faster and less variable performance. Importantly, these findings are in 21 

line with previous studies showing similar correlations (MacDonald, Hultsch, and Dixon 2003; 22 

Rabbitt et al. 2001), as well as with the prevalent assumption that reductions in behavioural 23 

IIV indicate more efficient cognitive performance and therefore are adaptive (Unsworth 24 
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2015). For Stopping, there was a negative association between accuracy and processing 1 

speed, and a positive association between accuracy and IIV as measured by sigma. Crucially, 2 

these findings indicate that better Stopping performance is related to faster and more 3 

variable response inhibition, suggesting that increases in Stopping IIV are adaptive (Li, 4 

Huxhold, and Schmiedek 2004). Stopping entails a higher level of cognitive demand, that is, it 5 

requires the initiation of a response and its subsequent inhibition, and it is more 6 

unpredictable than Going in the context of the stop signal task. Therefore, it may possibly 7 

require more flexible cognitive processing to improve performance, for instance to efficiently 8 

switch from a go response to a stop response. Note that we did not find a relation between 9 

Going or Stopping accuracy IIV as measured by tau, suggesting that response accuracy is not 10 

associated with the degree and variability of occasional extremely slow responses for either 11 

Going or Stopping. 12 

Next, we looked at training effects on both Going and Stopping. For Going, the control 13 

group showed no immediate or long-term training effects on response accuracy, and 14 

interestingly accuracy levels also dropped over the training weeks. However, responses 15 

gradually became faster over the training weeks, and showed immediate and long-term 16 

reductions after the training. Given that the aim of the training is to causally improve 17 

performance (von Bastian and Oberauer 2014), the lack of training effects on response 18 

accuracy is unexpected. One possibility is that, although children were instructed to correctly 19 

respond to the go signal while responding as fast as possible, they prioritised being fast over 20 

being accurate, thus leading to improvements in processing speed but not on accuracy (Heitz 21 

2014). Importantly, Going IIV showed a gradual reduction over the training weeks, as well as 22 

marked reductions after training: sigma was reduced immediately after training (although 23 

note these effects did not show long-term maintenance), and tau showed a long-term 24 
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reduction. Thus, consistent with the correlations at T0 and previous studies (Cubillo et al. 1 

2022; Ram et al. 2005) the response speed training led to improvements in Going efficiency 2 

(i.e. more consistent (reduction in sigma) and less degree and variability in occasional 3 

extremely slow responses (reduction in tau)), supporting the notion that reductions in Going 4 

IIV are adaptive (Unsworth 2015; MacDonald, Li, and Bäckman 2009; West et al. 2002). 5 

Although we did not have specific hypotheses about how Going performance would 6 

be modulated by the inhibitory control training, we found interesting changes in the 7 

experimental group. In contrast to the control group, the experimental group showed an 8 

immediate decrease in Going accuracy after the inhibitory control training, as well as an 9 

immediate and long-term slowing of mean processing speed. In the context of the stop signal 10 

task such slowing of go responses can be interpreted as a form of proactive control linked to 11 

the inhibitory control training, where participants learn to strategically slow down go 12 

responses in order to increase the probability of correctly Stopping if the stop signal is 13 

presented (Verbruggen and Logan 2008). This interpretation is further supported by the 14 

finding showing that the experimental group improved their Stopping performance after the 15 

training (discussed below). It is likely that such slowing of go responses contributed to their 16 

poor Going accuracy levels, since they might have often responded too late to the go signal, 17 

and therefore recorded more missed go responses. The experimental group also showed an 18 

immediate increase in IIV as measured by sigma, which further supports the idea that 19 

increases in Going IIV are maladaptive as they contribute to low accuracy (Williams et al. 2005; 20 

MacDonald, Nyberg, and Bäckman 2006; Unsworth 2015). However, there was a drastic 21 

immediate and long-term reduction in IIV as measured by tau, indicating that participants 22 

showed a lower degree and variability in occasional extremely slow responses. A possible 23 

interpretation is that, because participants show a general slowing of go responses, the GoRT 24 
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distribution is less skewed and therefore tau is reduced. Another possibility is that, if tau 1 

reflects attentional lapses (Hervey et al. 2006; Karalunas et al. 2014; West et al. 2002), a 2 

reduction in tau indicates that participants increase their attention toward the task in order 3 

to improve their Stopping performance. 4 

For Stopping, the experimental group showed a gradual improvement in response 5 

accuracy over the training weeks, which resulted in better Stopping accuracy both 6 

immediately and one-year after the inhibitory control training. Moreover, Stopping responses 7 

also became faster over the training weeks, resulting in faster performance after the training 8 

(although these effects were not maintained at T2). Together, these findings provide evidence 9 

that our inhibitory control training program is effective in improving inhibitory control 10 

abilities, and further show the potential of long-term maintenance of these improvements. 11 

Crucially, Stopping IIV showed a gradual increase over the training weeks, which resulted in a 12 

marked increase of sigma and tau immediately and one-year after training (although note 13 

long-term effects were slightly reduced). These findings are in line with previous studies 14 

suggesting that increases in IIV are adaptive when the environment requires greater flexible 15 

cognitive processing, for instance during learning periods or in tasks with higher cognitive 16 

demand (Li, Huxhold, and Schmiedek 2004; Siegler 1994; Siegler and Jenkins 1989; Allaire and 17 

Marsiske 2005; Garrett, McIntosh, and Grady 2014). A key aspect of Stopping is that it is 18 

arguably a complex task, because it requires efficient switching from the initiation of the 19 

motor response to its subsequent inhibition, and it is more unpredictable than Going. Thus, 20 

it is likely that during the inhibitory control training, the experimental group acquired greater 21 

flexibility to improve their Stopping performance, consequently leading to increases in 22 

Stopping IIV during and after the training. 23 
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Despite not having specific predictions about how the response speed training would 1 

modulate Stopping performance, we also looked at training-related changes in the control 2 

group. In contrast to the experimental group, the control group showed no change in 3 

Stopping accuracy after the response speed training, although stop responses became slower. 4 

Such slowing in stop responses may be related to the fact that, since the control group has 5 

been trained in responding faster to the go signal, they will incorrectly respond during stop 6 

trials more often: in line with the horse race model (Logan and Cowan 1984; Verbruggen and 7 

Logan 2008), and given that the training is adaptive, this will lead to a decrease in the stop 8 

signal delay (i.e. the stop signal is presented earlier) and the stop response distribution will 9 

become overall slower. Moreover, the control group also showed a decrease in Stopping IIV 10 

as measured by sigma and tau (which was not maintained at T2). Together with the fact that 11 

after the training they show no improvement in stop accuracy and slower stop responses, 12 

these findings support the notion that, in the context of Stopping, increases in IIV are 13 

adaptive. Importantly, the response speed training involves a reaction time task where 14 

participants just need to respond to the go signal as fast as possible: because this task has low 15 

cognitive demand, it is likely that it did not require greater cognitive flexibility in order to 16 

improve performance, but rather greater consistency in the responses. Thus, the control 17 

group training might have led to an overall decrease in IIV, in turn leading to decreases in 18 

Stopping IIV. 19 

Overall, these findings support the notion that IIV may reflect distinct functional roles 20 

across cognitive domains (Allaire and Marsiske 2005). In particular, our findings show that 21 

causally manipulating improvements in Going performance by means of training (control 22 

group) leads to reductions in Going IIV, while the absence of such training (experimental 23 

group) leads to both worse Going performance and increased Going IIV. This suggests that for 24 
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simple cognitive processes with a low level of cognitive demand and predictable responses 1 

(i.e. Going), lower IIV has an adaptive function by contributing to the optimisation of 2 

behaviour. Instead, causally manipulating improvements in Stopping performance 3 

(experimental group) leads to increases in Stopping IIV, whereas the lack of Stopping training 4 

(control group) leads to both worse Stopping performance and reduced Stopping IIV. 5 

Therefore, for complex cognitive processes with a high level of cognitive demand and 6 

unpredictable responses (i.e. Stopping), greater IIV has an adaptive function by contributing 7 

to the diversification of responses. These findings thus provide causal evidence of the process-8 

dependent association between IIV and task performance and offer a more nuanced 9 

interpretation of the functional significance of IIV across different cognitive domains. 10 

An important question that arises from these findings is whether these patterns result 11 

from the features of the Going or Stopping process itself (e.g. Stopping is more cognitively 12 

demanding), or from the features of the tasks used to train Going and Stopping (e.g. if the 13 

task is adaptive to participant performance). Although our study was not designed to 14 

thoroughly distinguish between these possibilities, we suggest that in the context of our 15 

training program it is likely that the former played a stronger role. In fact, while the response 16 

speed training and inhibitory control training differed in the cognitive process that was 17 

targeted, they were highly similar in terms of task features (e.g. both were adaptive, both 18 

showed the same go and stop stimuli). Future studies that systematically modulate task 19 

features across different cognitive processes will be needed to clarify this question. 20 

Furthermore, our findings have important implications for developmental, ageing and 21 

intervention studies that rely on IIV as a marker of age- and training-related changes. Contrary 22 

to the prevalent assumption that lower IIV levels indicate better outcomes, our results 23 

support the claim that IIV does not consistently reflect the same phenomenon across 24 
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cognitive domains (Allaire and Marsiske 2005), and therefore its functional significance should 1 

be interpreted in relation to the specific cognitive process under study. 2 

To conclude, the present study shows that Going IIV and Stopping IIV are differently 3 

modulated by training during middle childhood, in turn reflecting distinct functional roles of 4 

IIV across these two cognitive processes. In particular, we find that a response speed training 5 

leads to adaptive reductions in Going IIV, which allow more consistent and efficient Going 6 

performance when task demands are low; instead, an inhibitory control training leads to 7 

adaptive increases in Stopping IIV, where greater flexibility in cognitive performance is 8 

required to meet the higher cognitive demands of inhibiting a response. Overall, these 9 

findings challenge our current understanding of IIV in cognitive processing during childhood, 10 

with implications for developmental, ageing and intervention studies. 11 

 12 

Materials and Methods 13 

Participants 14 

A group of 262 children from schools in the Greater London area enrolled in the study and 15 

were randomly allocated to either the control or experimental group. Fifty-four participants 16 

were excluded because they were either missing information on training group allocation, 17 

they did not complete any training sessions, and/or they did not complete any pre-post 18 

assessments for the stop signal task. Thus, the final sample consisted of 208 children, with 19 

101 children in the control group and 107 children in the experimental group (see 20 

Supplementary Materials S2 for a flowchart describing sample sizes throughout the study). 21 

Demographics information for the full group and each of the training groups is summarized 22 

in Table 1; note there are no differences in age or SES across groups. Formal consent was 23 



Adaptiveness of intra-individual variability     25 

obtained from parents, and participants were compensated for their participation in the 1 

study. The study was granted ethical approval by the local Research Ethics Committee. 2 

Table 1. Participant demographics 3 

 Total 
Control 
group 

Experimental 
group 

Group 
differences 

N 208 101 107 - 

Gender 110 F, 98 M 57 F, 44 M 53 F, 54 M - 

Age: Mean (SD) 8.95 (1.57) 8.94 (1.53) 8.96 (1.62) p = .932 

Age range: min - max 6.025 - 13.32 6.064 - 12.61 6.025 - 13.32 - 

SES†: Mean (SD) 1.64 (.607) 1.56 (.537) 1.70 (.659) p = .113 

†Socio-economic status (SES) calculation was adapted from Hollingshead 1975 (1 = 4 

highest SES score, 5 = lowest SES score); 9 children were missing SES scores. 5 

SD: standard deviation; F: female; M: male. 6 

 7 

Training program 8 

The training program consisted of an 8-week intervention where participants completed 4 9 

training sessions per week, with each session lasting 15 minutes. Within each training week, 10 

1 session took place at the children’s school and was supervised by the experimenters, 11 

whereas for the remaining 3 sessions participants were encouraged to take them at home 12 

supervised by the parents (note that, for children who enrolled in the study after the outbreak 13 

of the COVID-19 pandemic in March 2020, all training sessions took place at home). The 14 

training was computerised and happened in a gamified context, where children were 15 

instructed to earn as many points as they could through the games (i.e. the training tasks) 16 

(Figure 5A). Moreover, the training was adaptive to each child’s performance to avoid ceiling 17 

and floor effects, as well as to keep children motivated throughout the sessions. There were 18 

7 training games which were randomly assigned to the sessions, so that participants would 19 

play a different set of games in each session (around 3 games per session). The games 20 
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happened in different settings (e.g. forest, desert, snow, mountain), and required participants 1 

to gain points by collecting treasures, gems or coins whilst avoiding a perpetrator (e.g. dragon, 2 

monster, ghost). 3 

 4 

Figure 5. A) General narrative of the training program, children were instructed to earn as 5 

many points as they could through the games. B) Sample training game where the go signal 6 

is the pile of treasure, the stop signal is the dragon, the reward for successful Stopping is a 7 

gem. 8 

 9 

While the training games were presented in the same manner across both groups, the 10 

instructions given to each group varied according to the abilities being trained. The 11 

experimental group underwent an inhibitory control training, where the stop signal task was 12 

implemented in the context of the training games, and different stimuli were used as go and 13 

stop signals depending on the game (Figure 5B). Briefly, participants were instructed to press 14 

or release a key as quickly as possible after the go signal appeared: 5 games required a 15 

spacebar keypress, 1 game required either a left or down arrow keypress depending on the 16 

go signal, and 1 game required releasing the spacebar key. However, on stop trials (26-47% 17 
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of total trials depending on game, mean = 32%) a stop signal would immediately appear after 1 

the go signal, and in this case participants were instructed not to respond to the go signal, 2 

thus requiring them to inhibit the go signal response. The stop signal delay (SSD; i.e. delay 3 

between the presentation of the go signal and the stop signal) was initially set at 200 ms, and 4 

was adjusted to participants’ performance using an adaptive staircase procedure: if 5 

participants successfully inhibited their response then the SSD was increased by 50 ms to 6 

make the task more difficult, however if participants did not inhibit their response then the 7 

SSD was decreased by 50 ms to make the task easier. This ensured that the training was 8 

adaptive and avoided floor or ceiling effects. 9 

The control group underwent a response speed training, which used the same games 10 

played by the experimental group, but participants were instructed to correctly respond to 11 

all go signals as quickly as possible (regardless of the stop signal). To ensure the training was 12 

adaptive, a rolling average of the reaction time across the previous 10 trials plus 2 standard 13 

deviations was used as threshold: if the response time for a given trial was faster than the 14 

threshold, the duration of the go signal was decreased by 50 ms to make the task harder; if 15 

the response time was slower than the threshold, the duration of the go signal was increased 16 

by 50 ms to make the task easier. 17 

 18 

Pre-post assessments: stop signal task 19 

Before and after the training there were 3 assessment timepoints that took place onsite at 20 

the author’s laboratory: before the training (T0), after the training (T1), and one-year follow-21 

up (T2). Note that, due to the outbreak of the COVID-19 pandemic in March 2020, some 22 

participants completed one or more assessment timepoints online from home. The 23 

assessment battery included the stop signal task measuring inhibitory control, several tasks 24 
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measuring other executive functions, structural and functional imaging measurements, as 1 

well as questionnaires measuring IQ, socio-economic status, creativity, mental health and 2 

academic performance. For the scope of the present study, we will focus on the stop signal 3 

task. 4 

Participants completed a child-friendly version of the stop signal task, which differed 5 

from the training games in that it was not implemented in a gamified context. For participants 6 

with assessment timepoints happening before the COVID-19 outbreak in March 2020, the 7 

task was programmed in E-Prime software (Psychology Software Tools, Pittsburgh, PA) and 8 

completed locally. For participants with assessment timepoints happening after the COVID-9 

19 outbreak in March 2020, the task was designed using PsychoPy3 (Peirce et al. 2019), and 10 

was made available online via Pavlovia (www.pavlovia.org). Participants first practiced the 11 

task over 10 trials and then completed a total of 80 trials as part of the main task. Each trial 12 

started with the presentation of a fixation cross for 1250 ms, followed by a honey pot (go 13 

signal) that appeared either on the left side or right side of the screen (Figure 7). Participants 14 

were instructed to respond as fast as possible according to the side where the honey pot 15 

appeared: if the stimulus appeared on the left, participants were instructed to press the left 16 

arrow key, and if the stimulus appeared on the right, participants were instructed to press the 17 

down arrow key. On Go trials (75% of the total trials), the honey pot disappeared when 18 

participants responded or after 1000 ms (Figure 6). On Stop trials (25% of the total trials), the 19 

go signal was immediately followed by a stop signal, which corresponded to a picture of bees 20 

and was displayed for 300 ms (Figure 6). In the presence of a stop signal, participants were 21 

instructed not to respond to the go signal, thus requiring them to inhibit the go signal 22 

response. The delay between the presentation of the go signal and the stop signal (i.e. stop 23 

signal delay, SSD) was adjusted to participants’ performance using an adaptive staircase 24 
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procedure: at the beginning of the task the SSD was set at 200 ms; if participants successfully 1 

inhibited their response, the SSD was increased by 50 ms to make the task more difficult; if 2 

participants did not inhibit their response, the SSD was decreased by 50 ms to make the task 3 

easier. This adjustment is meant to avoid floor or ceiling effects and ensure the task is 4 

adaptive. 5 

 6 

Figure 6. Sample go and stop trials for the child-friendly version of the stop signal task. 7 

 8 

Measures 9 

Training data 10 

Because each training game included a small number of trials, within each session we pooled 11 

together trials from games that required the same time of key response (spacebar keypress, 12 

arrows keypress or key release). Trials with reaction times below 100 ms were excluded, and 13 

if a set of pooled games did not reach a minimum of 50 trials (Verbruggen et al. 2019) it was 14 

excluded from further analyses. 15 

For the experimental group, we calculated the Stop Signal Reaction Time (SSRT) for 16 

each set of pooled games, according to the horse-race model of Stopping (Logan and Cowan 17 
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1984) and the integration method (i.e. with replacement of go omissions) (Verbruggen et al. 1 

2019). Following this procedure, we first determined the maximum reaction time for correct 2 

go responses and replaced go omission trials with this value. Next, we rank-ordered all 3 

reaction times for go responses and determined the percentage of failed inhibitions: the go 4 

reaction time (GoRT) that corresponded to this percentage was determined (nth GoRT). 5 

Finally, we computed the SSRT as the difference between the nth GoRT and the mean SSD. A 6 

set of pooled games was excluded from a session if the SSRT was negative, if the mean RT for 7 

go successful trials was smaller than the mean RT for stop unsuccessful trials, if the probability 8 

of false alarm was lower than 25% or greater than 75%, or if the probability of correct go 9 

responses was lower than 50% (Verbruggen et al. 2019). For each session, we averaged the 10 

SSRT values across the sets of pooled games, resulting in an SSRT value for each participant 11 

and session. Finally, we computed the mean and SD of the SSRT across all sessions happening 12 

within the same training week, resulting in a mean and SD SSRT value for each participant and 13 

week. We also computed accuracy levels in stop responses, where the probability of correctly 14 

Stopping (pStop) was computed as the proportion of correct stop responses relative to the 15 

total stop trials. 16 

For the control group, we calculated the mean Go Reaction Time (GoRT) for each set 17 

of pooled games. A set of pooled games was excluded from a session if the probability of 18 

correct go responses was lower than 50%. For each session, we averaged the GoRT values 19 

across the sets of pooled games, resulting in a GoRT value for each participant and session. 20 

Finally, we computed the mean and SD of the GoRT across all sessions happening within the 21 

same training week, resulting in a mean and SD GoRT value for each participant and week. 22 

We also computed accuracy in go responses, where the probability of hit (pHit) was computed 23 

as the proportion of correct go responses relative to the total go trials. 24 
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Pre-post assessment data 1 

For both groups, we excluded trials with reaction times below 100 ms, and calculated the 2 

SSRT according to the horse-race model of Stopping (Logan and Cowan 1984) to aid in our 3 

exclusion criteria. Participants were excluded if the SSRT was negative, if the mean RT for go 4 

successful trials was smaller than the mean RT for stop unsuccessful trials, or if the probability 5 

of correct go responses was lower than 30% (Verbruggen et al. 2019). Note this more lenient 6 

criteria was used for pre-post assessments due to the smaller amount of data available per 7 

timepoint and participant.  8 

Ex-Gaussian measures for SSRTs and GoRTs were estimated using a hierarchical 9 

Bayesian Parametric Approach (BPA) implemented with the Dynamic Models of Choice 10 

software (Heathcote et al. 2019; Matzke et al. 2013). The BPA assumes that SSRTs and GoRTs 11 

form an ex-Gaussian distribution and uses Markov Chain Monte Carlo (MCMC) sampling of 12 

the observed participant stop signal task data in order to estimate the three parameters that 13 

describe the SSRT and GoRT distributions: mu, sigma and tau (Matzke et al. 2013). 14 

Finally, we also computed measures of accuracy in go and stop responses. For go 15 

responses, the probability of hit (pHit) was computed as the proportion of correct go 16 

responses relative to the total go trials. For stop responses, the probability of correctly 17 

Stopping (pStop) was computed as the proportion of correct stop responses relative to the 18 

total stop trials. 19 

 20 

Statistical analyses 21 

Task data was cleaned using MATLAB (R2021a, MathWorks), and analysed with R (R Core 22 

Team 2017), using the lme4 and lmerTest packages (Bates et al. 2015; Kuznetsova, Brockhoff, 23 

and Christensen 2017). 24 
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Training data 1 

Outliers were excluded based on the 1.5*IQR criterion, and missing data (8%) were imputed 2 

(Jeličić, Phelps, and Lerner 2009) with the Multivariate Imputation by Chained Equations 3 

(mice) R package (Buuren and Groothuis-Oudshoorn 2011). The variables included as 4 

predictors in the multiple imputation specification were group, week, age, pHit, pStop, mean 5 

and SD, and all variables but group, week and age were imputed. One hundred multiple 6 

imputed datasets were created and pooled for statistical analyses (see Supplementary 7 

Materials S3, Figure S3.1, for density plots of the complete case dataset versus pooled 8 

imputed datasets). Linear mixed models with pHit (control group), pStop (experimental 9 

group), and mean or SD (of GoRT and SSRT for the control and experimental group, 10 

respectively) as dependent variable and week (1-8) as covariate were fitted. Note that, for 11 

each dependent variable, two additional models with age as a nuisance covariate or with a 2-12 

way interaction between week and age (to test age-dependent training effects) were also 13 

fitted, but their goodness-of-fit (Akaike Information Criteria) was lower than for the model 14 

excluding age; moreover, the pattern of results was the same across all three models. All 15 

analyses were also run with the complete case dataset: the pattern of results was generally 16 

the same, so only the results from the pooled imputed datasets are reported in the main text, 17 

and results from the complete case dataset are reported in Supplementary Materials S4. 18 

 19 

Pre-post assessment data 20 

Outliers were excluded based on the 1.5*IQR criterion, and missing data (4.79%) were 21 

imputed (Jeličić, Phelps, and Lerner 2009) with the Multivariate Imputation by Chained 22 

Equations (mice) R package (Buuren and Groothuis-Oudshoorn 2011). The variables included 23 

as predictors in the multiple imputation specification were group, timepoint, age, pHit, pStop, 24 
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muSSRT, sigmaSSRT, tauSSRT, muGoRT, sigmaGoRT and tauGoRT, and all variables but group, 1 

timepoint and age were imputed. One hundred multiple imputed datasets were created and 2 

pooled for statistical analyses (see Supplementary Materials S3, Figure S3.2, for density plots 3 

of the complete case dataset versus pooled imputed datasets). Linear models with the T0 4 

pooled data were run between GoRT measures (mu, sigma, tau) and pHit, as well as between 5 

SSRT measures (mu, sigma, tau) and pStop, with group as a nuisance covariate. Linear mixed 6 

models with pHit, pStop, and mu, sigma or tau (of GoRT and SSRT) as dependent variable, 7 

group (control, experimental) as between-subject factor, timepoint (T0, T1, T2) as within-8 

subject factor were fitted. Note that, for each dependent variable, two additional models with 9 

age as a nuisance covariate or with a 2-way interaction between week and age (to test age-10 

dependent training effects) were also fitted, but their goodness-of-fit (Akaike Information 11 

Criteria) was lower than for the model excluding age; moreover, the pattern of results was 12 

the same across all three models. Because it is not yet possible to run linear mixed model 13 

post-hoc tests with pooled datasets, we re-ran all linear mixed models with post-hoc pairwise 14 

comparisons using Bonferroni's adjustment on a single imputed dataset, selected as the first 15 

of the 100 imputed datasets (see Supplementary Materials S3, Figure S3.3, for density plots 16 

of the complete case dataset versus single imputed dataset). Results for main and interaction 17 

effects showed the same pattern when using the pooled imputed datasets or the single 18 

imputed dataset, so only the results from the single imputed dataset are reported for linear 19 

mixed models. All analyses were also run with the complete case dataset: the pattern of 20 

results was generally the same, so only the results from the pooled/single imputed datasets 21 

are reported in the main text, and results from the complete case dataset are reported in 22 

Supplementary Materials S4.  23 
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