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The human brain is organized into large-scale networks identifi-
able using resting-state functional connectivity (RSFC). These func-
tional networks correspond with broad cognitive domains; for
example, the Default-mode network (DMN) is engaged during in-
ternally oriented cognition. However, functional networks may
contain hierarchical substructures corresponding with more spe-
cific cognitive functions. Here, we used individual-specific preci-
sion RSFC to test whether network substructures could be
identified in 10 healthy human brains. Across all subjects and net-
works, individualized network subdivisions were more valid—
more internally homogeneous and better matching spatial pat-
terns of task activation—than canonical networks. These measures
of validity were maximized at a hierarchical scale that contained
∼83 subnetworks across the brain. At this scale, nine DMN subnet-
works exhibited topographical similarity across subjects, suggest-
ing that this approach identifies homologous neurobiological
circuits across individuals. Some DMN subnetworks matched
known features of brain organization corresponding with cogni-
tive functions. Other subnetworks represented separate streams
by which DMN couples with other canonical large-scale networks,
including language and control networks. Together, this work pro-
vides a detailed organizational framework for studying the DMN
in individual humans.
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The human brain is organized into spatially distributed net-
works that can be described in vivo using a functional MRI

(fMRI)-based technique known as resting-state functional con-
nectivity (RSFC). Findings from more than two decades of
RSFC studies have converged on the existence of a set of large-
scale brain networks that are identifiable and reproducible across
populations, datasets, and analysis techniques (1–8). These in-
clude both sensory/motor networks and “higher-level cognitive”
networks. The identification of these networks as an organizing
principle of brain function has proven to be an indispensable
framework for studies mapping cognition to brain function (6, 9).
One of the first to be identified and most studied brain net-

works is the Default-mode network (DMN) (10–12), which
comprises regions in the bilateral medial parietal cortex, medial
and superior prefrontal cortex, angular gyrus, medial and lateral
temporal lobe, and cerebellum. While reliably identifiable as a
single network using RSFC (13), this network paradoxically is
associated with a variety of cognitive functions using task-based
fMRI. Engagement of the DMN is most commonly associated
with autobiographical memory and other types of internally

oriented cognition (10, 14). However, various separable portions
of the network have also been more strongly associated with
processing contextual information (15), regulation of fear and
anxiety (16), reward processing and reward-based decision
making (17), social processing (18), and even task-oriented
cognitive control (19–21).
Beyond task engagement, the DMN also exhibits substantial

heterogeneity in other properties. For example, some DMN re-
gions represent central, integrative elements of the overall sys-
tem (22), while others represent connector hubs—pathways by
which DMN processes communicate with other, non-DMN
networks (23, 24). Further, signals within DMN exhibit hetero-
geneous temporal ordering, with some DMN regions consistently
leading others by as much as 500 ms (25), suggesting differing
functional roles within the network.

Significance

The human brain is organized into large networks. One im-
portant brain network is the Default network, which enables
cognitive functions such as social thinking, memory, and re-
ward. In group-averaged data, this network emerges as a
unitary whole, despite its involvement in multiple cognitive
functions. Here, we tested whether Default networks found in
individual humans, rather than group-average networks, con-
tain organized substructure. In individuals, we consistently
found nine subnetworks within the Default network. These
subnetworks matched brain activity patterns during cognitive
tasks. Some subnetworks resembled brain circuits involved in
specific Default functions. Others linked Default network to
other large networks. In summary, this study describes a set of
brain circuits within the Default networks of individual humans.
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One explanation for the apparent functional heterogeneity of
the DMN is that there may be discrete subnetwork structures
within this network (26). This idea converges with work sug-
gesting that brain network organization is fundamentally hier-
archical and multiscale in nature (27). Specifically, while RSFC
studies classically identify a common set of around 7 to 17 net-
works (5, 6, 8), other work suggests that these canonical networks
can be divided into discrete, distributed subnetworks with dif-
ferentiable structural connectivity, functional connectivity, en-
gagement during task performance, and variability across
subjects (22, 23, 28–32). Similarly, tract-tracing studies in animals
identified subregions within the DMN that demonstrate over-
lapping but differentiable connectivity patterns (33–35). Thus,
the canonical networks, while identifiable and consistent in most
populations, are only one level of description of the brain’s
complex, multiscale network structure. Describing DMN orga-
nization at other scales—and particularly the subnetwork struc-
ture present at finer scales—could improve our fundamental
understanding of brain organization and its relationship to
cognition.
Several previous works have used group-averaged RSFC data

to analyze the subnetwork organization of the whole brain
(36–38) or of the DMN in particular (22, 39–41). However, these
works have not consistently identified DMN subdivisions that
conform with patterns of activity evoked by cognitive functions.
This may be because these examinations were fundamentally
limited by their use of group-average data. RSFC-derived brain
networks are spatially variable in their locations in individual
human brains, even after optimized intersubject registration
(42–45). This functional variability relative to anatomical fea-
tures means that averaging RSFC data across individuals at each
brain location impairs identification of detailed brain organiza-
tional features (46–48). This is particularly true for features that
are physically small relative to the scale of interindividual spatial
variation, as features with a small spatial extent will tend to
overlap worse across subjects than features with a large spatial
extent (49). Thus, group-average approaches that identify large-
scale brain networks may be unable to accurately identify smaller
substructures within those larger networks. Instead, the sub-
network organization of the brain is better served by examination
at the level of the individual human (26).
Recent work has developed optimized approaches for studying

individual human brains using RSFC (2, 50–53). Critically, this
individualized approach has been extended to identify subnet-
works within the DMN that are consistently present (although
spatially variable) across individuals (26, 54, 55). The presence of
DMN subnetworks that are consistent across individuals, but not
detectable in group data, suggests the existence of important
organizational principles at heretofore unexplored network
scales. However, this recent work considered only two DMN
subnetworks; these subnetworks dissociated episodic from social
cognition, but they did not correspond to sets of brain regions
that have been associated with other DMN cognitive functions
(e.g., reward, anxiety processing) or to other types of DMN
heterogeneity (cross-network hubs, heterogeneous temporal or-
dering). It is possible that more comprehensive network-function
correspondence may require delineation of further subdivided
individual-specific brain subnetworks, although the extent of
subdivision required is unclear.
We used the individual-focused Midnight Scan Club (MSC)

dataset (2) to explore and evaluate subnetworks of individual-
specific brain networks at multiple scales. In evaluating these
subnetworks, we reasoned that accurately described network
structures should both reflect actual divisions within RSFC data
(8, 56) and converge with patterns of coactivation during task
performance (2, 6, 44, 55, 57). These two measures can serve as
approximations of the internal and external validity of identified
subnetworks, respectively. We employed these metrics to first

determine whether examining brain subnetwork structure below
the level of the canonical networks was warranted and then to
understand whether there were specific hierarchical levels that
most optimally described subnetwork structure.
While we delineated optimized subnetworks across the entire

brain, in this paper, we focus on the DMN. We identified sub-
networks within the canonical DMN that were consistently pre-
sent across subjects. Just as large-scale networks are spatially
variable but consistently identifiable across individuals based on
their general spatial distributions (2, 43, 45, 54, 58), DMN sub-
networks may exhibit some degree of spatial variability but
should have broadly consistent spatial topographies across indi-
viduals. Further, these consistently present subnetworks should
conform with previous focal localizations of cognitive function
within the DMN. Finally, we determined whether specific DMN
subnetworks might 1) serve as sets of connector hubs by linking
to other canonical networks and 2) demonstrate heterogeneous
temporal ordering, as evidenced by differential lead–lag rela-
tionships among blood oxygen level-dependent (BOLD) signals
in different subnetworks.

Results
Individual-Specific Brain Networks Identified at Multiple Scales. We
described the network substructure of individual human brains
using the data-driven Infomap community detection algorithm
(59). In the classic Infomap approach, a matrix representing
RSFC strength between every pair of brain locations (nodes) is
thresholded to form a sparse graph containing a specific density
of connections (edges), and networks are then identified using
multiple density thresholds. In this approach, sparser density
thresholds produce more subdivided networks. However, at very
sparse edge densities, brain regions with weaker RSFC are dis-
connected, leaving large sections of the brain unassigned to any
network (5) and limiting the potential depth of brain network
subdivision.
We modified this approach to employ node-specific thresh-

olding, allowing us to evaluate network structure at any edge
density with no disconnections. Specifically, density thresholds
were applied separately to the connections of each point in the
brain, thus retaining (at least) the strongest X% of connections
to each point. This allowed every point in the brain to have at
least some connections and thus be assigned to its most con-
nected brain network, no matter how sparsely the graph was
thresholded (here, we used 0.01% ≤ X ≤ 5%). This location-
specific thresholding approach shares the advantages of estab-
lished “winner-take-all” methods of brain network detection (50,
52, 60–62) but without the need to impose previously identified
priors on the data (which would be problematic, as subnetwork
structures have not been characterized).
At the densest level tested (5% density), subjects averaged

7.7 ± 0.6 (mean ± SD) identified networks across the brain, and
network structures (see example in SI Appendix, Fig. S1) broadly
appeared similar to a widely accepted seven-network organiza-
tion (8). At sparser levels (2 and 1% density), subjects averaged
13.1 ± 1.4 and 18.1 ± 1.6 networks, respectively, and network
structures appeared similar to previous network characteriza-
tions containing 14 to 17 networks (5, 8). As densities became
progressively sparser, numbers of networks increased beyond
previous reports, ranging from 27.4 ± 2.2 networks at 0.5%
density, to 82.5 ± 4.5 networks at 0.1% density, to 434.3 ± 20.0
networks at 0.01% density.

Internal and External Validity Metrics Are Maximized with ∼83
Subnetworks. To determine whether these increasingly sub-
divided subnetworks represent true network substructure, we
evaluated the internal and external validity of subnetworks
identified at each density threshold, in each MSC subject. In-
ternal validity was operationalized as subnetwork homogeneity
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(56). External validity was operationalized as the percentage of
variance across vertices in a task-activation map that could be
explained by subnetwork identities of those vertices (“task R2

”),
computed using a spatial ANOVA. This approach is similar in
principle to the established technique of computing the similarity
of two brain maps via spatial correlation. The ANOVA was
calculated for each of three representative task-activation con-
trasts: 1) the “word stimuli > fixation” contrast in the semantic
task; 2) the “hand > tongue” contrast in the motor task; and 3)
the “scene > face” contrast in the implicit memory task.
Due to the spatial autocorrelation of BOLD data, these ho-

mogeneity and task R2 measures necessarily increase as tested
brain regions become more subdivided, regardless of the validity
of the regions. Hence, these measures of validity must be con-
trasted against an appropriate null model. Following ref. 56, we
employed a rotation-based null model, in which a subject’s
subnetworks were iteratively rotated a random amount around
the spherical expansion of the cortical surface, and both homo-
geneity and task R2 were recalculated for each random iteration.
The individual specificity of the identified brain subnetworks was
further evaluated using each MSC subject’s RSFC and task data
to calculate the homogeneity and task R2 of the other subjects’
brain subnetworks.
As expected, subnetwork homogeneity and task R2 increased

in every subject as networks were increasingly subdivided.
Fig. 1A (homogeneity, red dots) and 1B (task R2, blue dots) il-
lustrate these effects for subject MSC01 for a single task contrast
(Fig. 1B); see SI Appendix, Fig. S2 for all subjects and tasks.
Importantly, in every subject and task, subnetworks at density
levels of 0.1% and sparser exhibited greater homogeneity and task
R2 than any rotated null iteration (Fig. 1 A and B, black dots) or any
other subject’s subnetworks (green dots). This indicates that finely
divided networks/subnetworks represent internally valid, externally
valid, and individually specific descriptions of brain network
organization.
We then compared homogeneity and task R2 from real sub-

networks against the medians computed from rotated null de-
scriptions. These differences represent null-corrected measures
of validity. Across subjects, the average null-corrected homoge-
neity (Fig. 1C, red) was 0.16 at density levels of 5%, and in-
creased with increasing network sparsity up to a maximum of
0.22 at 0.1% (black arrow). For networks sparser than 0.1%,
homogeneity progressively decreased, down to 0.20 at 0.01%.
Similarly, we found that the average null-corrected task R2

across task contrasts and subjects (Fig. 1C, blue) was 0.12 at 5%
density and increased with increasing network sparsity up to a
maximum of 0.27 at 0.1% density (black arrow). For networks
sparser than 0.1%, task R2 exhibited progressive decreases.
These results thus specify an optimal scale—a density of 0.1%,

with an average of 82.5 network divisions—at which internal
homogeneity and explanatory power of task activations are
conjointly maximized.

DMN Subnetworks Exhibit Consistent Spatial Distributions across
Subjects. Neurobiologically meaningful subnetwork structures
should exhibit some consistency in organization across individ-
uals. Accordingly, we identified subnetworks within the large-
scale DMN that could be matched across subjects based on
spatial similarity. Since no priors were available, this identifica-
tion was conducted similarly to procedures used by (54, 63), in
which results from the automated network identification were
visually compared across subjects for correspondence. The pri-
mary features used for correspondence included both the loca-
tion of subnetwork regions on the anatomical structure of the
brain (subnetwork topographies), as well as the location of re-
gions relative to other subnetworks (subnetwork topologies). See
Methods for details.

For each subnetwork that could be matched across subjects,
we determined, for each subject, whether the subnetwork “exis-
ted” (i.e., it was identified at all), whether it was “complete”
(i.e., was represented in all relevant brain structures), and
whether it was “unitary” (i.e., existed as a single, spatially con-
tiguous subnetwork, rather than being split into multiple pieces
or merged with other subnetworks) (Table 1).
We observed nine separate subnetworks within the large-scale

DMN that were consistent across subjects. See Fig. 2 for an
example; see SI Appendix, Fig. S3 for all subjects.
A Parietal subnetwork (Fig. 2, red; Fig. 3A) had relatively

large representation in medial parietal cortex, moderately sized
representation in bilateral middle angular gyrus, and small but
consistent representation bilaterally in anterior ventromedial
prefrontal cortex, anterior medial superior frontal gyrus, middle
lateral superior frontal gyrus, anterior superior temporal sulcus,
and ventral posterior cerebellar lobe and vermis. In some sub-
jects, this subnetwork was split into multiple pieces, with the
medial parietal node fragmenting. Note that for visual clarity,
this fragmentation is not reflected in the figures.
A Ventromedial subnetwork was observed in the ventromedial

prefrontal cortex and amygdala and/or anterior hippocampus
(Fig. 2, light blue; Fig. 3B). This subnetwork occasionally merged
with the Pregenual network (below).
A Pregenual subnetwork was observed in the pregenual medial

prefrontal cortex, anterior medial ventral caudate (usually), and
ventral anterior insula (usually) (Fig. 2, dark teal; Fig. 3C). Note
that while we include this as a subnetwork of the canonical DMN
based on its anatomical location, and we believe that it repre-
sents the same object across individuals based on its anatomical
consistency, in seven subjects, this subnetwork was a subdivision
of the Salience network, not the DMN (as previously described
in ref. 2).
A Retrosplenial subnetwork had representation in the retro-

splenial cortex and the parietooccipital fissure, parahippocampal
cortex, and occasionally posterior angular gyrus (Fig. 2, white;
Fig. 3D). Note that in previous work, this network classically
dissociates from DMN at ∼14 to 17 networks but not at 7 net-
works (5, 8).
A Posterior medial temporal lobe (MTL) subnetwork had

representation in the bilateral posterior medial temporal cortex
and caudal hippocampus (Fig. 2, light green; Fig. 3E).
Four lateralized subnetworks, termed the Left and Right

Anterior and Posterior Lateral subnetworks, were observed in
every subject. Overall, these four subnetworks were spatially
variable in their cortical representation but had large represen-
tation straddling the horizontal fissure of the cerebellum and
exhibited substantial topological consistency relative to each
other and to the Parietal subnetwork. The first two (Fig. 2,
magenta and purple; Fig. 3 F and G) were found in the left and
right (respectively) anterior angular gyrus, middle frontal gyrus,
anterior superior frontal gyrus, anterior middle temporal gyrus,
and contralateral medial posterior cerebellum. These two later-
alized subnetworks were merged in one subject. The other two
Lateral subnetworks (Fig. 2, orange and yellow; Fig. 3 H and I)
were represented more dorsally than the previous two subnet-
works, being found in the left and right dorsal angular gyrus,
posterior lateral superior frontal gyrus, middle frontal gyrus, and
contralateral lateral posterior cerebellum.
Finally, to test the reliability and individual specificity of these

subnetworks, we delineated the large-scale DMN (at 5% density)
and DMN subnetworks (at 0.1% density) in separate split halves
of each subject’s data (first five sessions vs. last five sessions).
Within subjects, the DMN and DMN subnetworks followed
similar spatial patterns between halves (SI Appendix, Fig. S4 A
and B), as Dice coefficients of spatial overlap between split
halves averaged 0.83 ± 0.07 for networks and 0.69 ± 0.10
for subnetworks. Dice overlaps were lower when comparing
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split-half networks/subnetworks across different subjects (whole
DMN: Dice = 0.62 ± 0.02 [mean ± SD]; DMN subnetworks:
Dice = 0.28 ± 0.02 [mean ± SD]). Notably, the differences
between within-subject and cross-subject Dice overlaps were
greater for subnetworks than for whole DMNs [paired t (9) =
8.19; P < 10−4], indicating that DMN subnetworks are more
specific to each individual than the large-scale DMN.

DMN Subnetworks Exhibit Differential Task Engagement. Fig. 1 in-
dicates that subnetworks identified at 0.1% density better explain
task activations than do networks identified using more typical,
denser thresholds that yield canonical large-scale networks. A likely
explanation for this phenomenon is that the tasks may differentially
activate specific substructures within large-scale networks.
We tested this possibility by determining whether subnetworks

identified at 0.1% density explained variance in task activation
within the large-scale DMN identified at 5% density. See SI Ap-
pendix, Fig. S5 for relevant large-scale networks in each subject.
For each MSC subject, in each of the three task contrasts

described above (word > fixation, hand > tongue, and scene >
face), we selected all vertices within the 5% density-defined
DMN. We then performed a spatial ANOVA to determine
whether task activation was better explained by the subnetworks
(0.1% density-defined) within that large-scale network than by ro-
tated versions of the subnetworks. False discovery rate (FDR)
correction for multiple comparisons across subjects and tasks was
applied to a level of q < 0.05, which was found to be equivalent to
P < 0.02.
In every subject, we found that the scene > face contrast eli-

cited strong positive activation in subnetworks within inferior
medial parietal/retrosplenial and inferior temporal cortex, and
strong negative activations in subnetworks in medial parietal and
ventromedial prefrontal cortex (see Fig. 4A for an example
subject). The spatial variance of these activation maps was sig-
nificantly explained (i.e., to a greater extent than the null mod-
els) by DMN subnetworks in all subjects (mean ± SD R2 = 0.54 ±
0.05; all q values vs. rotated null networks: <0.05; P values ≤
0.001; Fig. 4B). Activation driven by the words > fixation con-
trast similarly corresponded with DMN subnetworks in all sub-
jects (mean ± SD R2 = 0.39 ± 0.05; all q values < 0.05), which
was driven by strong deactivation within medial parietal/angular
gyrus subnetworks and activation within lateral temporal and
frontal subnetworks. However, activation patterns driven by the
hand > tongue contrast did not vary within DMN subnetworks
(all q values: not significant).
Supplemental analyses examined whether subnetworks simi-

larly explained variance in task activation within other large-scale
networks. The scene > face contrast was inconsistently explained
by subnetwork divisions of the other large-scale networks, the
most consistent being the Frontoparietal network (mean ± SD
R2 = 0.32 ± 0.11; q values < 0.05 for six subjects). Activation
driven by the hand > tongue contrast corresponded with sub-
networks within the large-scale Somatomotor network in all
subjects (mean ± SD R2 = 0.66 ± 0.04; all q values < 0.05; all P
values ≤ 0.001; SI Appendix, Fig. S6 A and B) but not with
subnetworks in any other large-scale network (no other network
in which q < 0.05 for more than one subject). Activation driven
by the words > fixation contrast corresponded in all subjects with
subnetworks within the large-scale Frontoparietal network
(mean ± SD R2 = 0.43 ± 0.06; all q values < 0.05; all P values ≤
0.001; SI Appendix, Fig. S6 C and D) but corresponded with
subnetworks within other large-scale networks only in-
consistently, with q values < 0.05 for half of subjects or less.

B

C

A

Fig. 1. Internal and external validity of subnetworks are maximized at 0.1%
graph density. (A) RSFC homogeneity (y axis) within brain networks (red) was
higher than within rotated networks (black) or other subjects’ networks
(green), across all network densities (x axis). This is illustrated for subject
MSC01. (B) The task-activation variance explained (y axis) by brain networks
(blue) was consistently higher than by rotated networks (black) or other
subjects’ networks (green), across all network densities (x axis). This is illus-
trated for the Words > Fixation task in subject MSC01. (C) When averaged
across subjects, internal validity (homogeneity compared to null; red) and
external validity (task variance explained compared to null, averaged across

tasks; blue) peaked at 0.1% network density (black arrows). Error bars rep-
resent SEs across subjects. See SI Appendix, Fig. S2 for all subjects and
all tasks.
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Together, these results indicate that RSFC-derived sub-
network structures correspond well to task-activated subregions
within DMN and other canonical large-scale networks.

Parietal Subnetwork Is Central within DMN, while Lateral Subnetworks
Are Connector Hubs.We next examined properties that are known to
be heterogeneous within the larger DMN system to determine
whether differences between subnetworks might explain this het-
erogeneity. For example, some DMN regions serve as central ele-
ments of the network (22). Others may represent pathways by which
DMN processes interact with those of other networks, such as the
Language and Frontoparietal networks, which are known to be
partially connected to DMN regions (5, 23, 24).
For each subject, we first identified the canonical DMN,

Frontoparietal, and Language networks, as defined at the
densest edge density threshold at which it could be found. This
density was usually 5%, but in some subjects, the Language
network only separated from DMN at the 2% density level. See
SI Appendix, Fig. S5 for networks in each subject. For each DMN
subnetwork, we calculated the average strength of RSFC between

that subnetwork and 1) the rest of the DMN, 2) the Language
network, and 3) the Frontoparietal network. We note that in our
previous work, the Language network identified here was referred to
as the “Ventral Attention” network. We shift to a “Language” no-
menclature based on recent findings by refs. 3 and 63.
Subnetwork-to-network relationships in individual subjects

(example in Fig. 5A; see SI Appendix, Fig. S7 for all other sub-
jects) suggested that the Parietal subnetwork was centrally con-
nected to other DMN subnetworks, while the Anterior Lateral
subnetworks connected to the Language network, and the Dorsal
Lateral subnetworks connected to the Frontoparietal network.
Statistical testing revealed that the Parietal DMN subnetwork

exhibited stronger RSFC to the rest of the DMN than any other
subnetwork [all t (9) values > 5.3; all P values (corrected) < 0.05;
Fig. 5B; see SI Appendix, Fig. S8A for connectivity strengths and
comparisons in all nine DMN subnetworks]. By contrast, both of
the Anterior Lateral subnetworks exhibited stronger RSFC to
the Language network than any other subnetwork except each
other [all t (9) values > 2.8; all P values (corrected) < 0.05;
Fig. 5C and SI Appendix, Fig. S8B], with the exception of the
comparison of the Right Anterior Lateral vs. the Left Dorsal
Lateral subnetworks [t (9) = 2.58; P = 0.03 (uncorrected)].
Further, both of the Dorsal Lateral subnetworks exhibited
stronger RSFC to the Frontoparietal network than any other
subnetwork except each other [all t (9) values > 5.6; all P values
(corrected) < 0.05; Fig. 5D and SI Appendix, Fig. S8C]. No other
large-scale network exhibited positive RSFC to any of these
subnetworks (SI Appendix, Fig. S9)
These findings further suggest that the Parietal subnetwork

may play a primarily central, coordinating role within the
broader DMN, while the Lateral networks may serve as sets of
connector hubs that link DMN with other networks, as our
previous work has suggested (24). Such functions can be quan-
tified using graph theoretical measures: within-module degree
quantifies the centrality of a node within its network, while
participation coefficient quantifies how a node serves as a con-
nector hub (64, 65). Here, we used contiguous subnetwork re-
gions within the three large-scale networks as nodes to calculate
these graph measures and calculated measures at 5% density.
When specifically examining DMN, Language, and Fronto-

parietal nodes, we found that the Parietal subnetwork exhibited
significantly larger within-module degree than the Left Anterior
[t (9) = 3.74; P (corrected) = 0.02), Left Dorsal [t (9) = 6.43; P
(corrected) < 0.001], and Right Dorsal [t (9) = 7.88; P (cor-
rected) < 0.001] Lateral subnetworks and numerically larger
within-module degree (but not passing corrected significance

Table 1. Percentage of DMN subnetworks across subjects that
existed, were unitary (neither split nor merged with other
subnetworks), and were complete (represented in all relevant
brain structures)

Exist Unitary Complete Notes

Parietal 100% 50% 90% Sometimes split into multiple
subnetworks

Ventromedial 100% 70% 70% Merged with Pregenual in two
subjects

Pregenual 100% 80% 80% Merged with Ventromedial in
two subjects

Retrosplenial 100% 90% 90%
Posterior

MTL
100% 100% 90%

Left Anterior
Lateral

100% 80% 90% Merged with Right Anterior
Lateral in one subject

Left Dorsal
Lateral

100% 100% 100%

Right
Anterior
Lateral

100% 90% 100% Merged with Left Anterior
Lateral in one subject

Right Dorsal
Lateral

100% 100% 100%

Left dors. Lateral

Parietal Left ant. Lateral

Pregenual
Right ant. Lateral

Retrosplenial Right dors. Lateral

Ventromedial

Posterior MTL

Fig. 2. DMN subnetworks in subject MSC01. Differ-
ent colors represent different subnetworks in cortex
(Top Left), ventral caudate and MTL (Bottom Left),
and cerebellum (Right). ant., anterior; dors., dorsal.
See SI Appendix, Fig. S3 for all subjects.
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thresholds) than the Right Anterior Lateral subnetwork [t (9) =
2.34; P (uncorrected) = 0.04] (Fig. 5E). By contrast, all four
Lateral subnetworks exhibited larger participation coefficients
than the Parietal subnetwork [all t (9) values > 3.89; all P values
(corrected) < 0.015] (Fig. 5F). Follow-up analyses including all
DMN subnetworks indicated that the Parietal subnetwork simi-
larly exhibited higher within-module degree than any other
subnetwork (SI Appendix, Fig. S8D), while the Lateral subnet-
works exhibited higher participation coefficients than any other
subnetwork (SI Appendix, Fig. S8E). These findings indicate that the
Parietal, Anterior Lateral, and Dorsal Lateral subnetworks can be
functionally differentiated based on their relationships within and
between the DMN, Language, and Frontoparietal networks.

Lateral Subnetworks Systematically Lag Parietal Subnetworks. Sig-
nals within the DMN are known to exhibit particularly hetero-
geneous temporal ordering (25). To examine whether the
subnetwork organization of the DMN contributes to this het-
erogeneity, we asked whether DMN subnetworks exhibit sys-
tematic temporal lags with respect to one another. For each
subject and session, we first calculated the average time series of
each Parietal and Lateral DMN subnetwork and then estimated

the average pairwise latency between each subnetwork, forming
a subnetwork-by-subnetwork time-delay (TD) matrix (66, 67).
We found that Parietal and Right Dorsal Lateral subnetwork

signals occurred relatively early (mean time: −0.21 and −0.14 s
earlier than other subnetworks), while the Right and Left An-
terior and the Left Dorsal Lateral subnetwork signals occurred
late (mean times: 0.14, 0.13, and 0.09 s later than other sub-
networks, respectively; Fig. 6A). Examination of pairwise lags
(Fig. 6B) revealed that in every subject, signals in the Parietal
subnetwork preceded those in the Left Anterior Lateral [mean ±
SD lag: 0.39 ± 0.28 s; range: 0.07 to 0.94 s; one-sample t (9) =
4.43, P (corrected) = 0.017] and Right Anterior Lateral sub-
networks (mean ± SD lag: 0.38 ± 0.16 s; range: 0.12 to 0.63 s; t =
7.48; P [corrected] = 0.0004). Parietal signals similarly led Left
Dorsal Lateral subnetwork signals in nine subjects (mean ± SD
lag: 0.33 ± 0.28 s; range: −0.02 to 0.81 s; t = 3.75; P [corrected] =
0.046). No other pairwise comparisons were significant (all P
values [corrected] > 0.2). Follow-up analyses indicated that this
effect was consistent when cortical and cerebellar elements of
the networks were examined separately (SI Appendix, Fig. S10 A
and B) to account for the known lag in cerebellar signal (52).
Further examination of temporal relationships across all DMN

subnetworks did not indicate many other lead/lag relationships

62
Number of subjects

ParietalA

RetrosplenialD

Left ant. LateralF

Left dors. LateralHPregenualC

Right ant. LateralG

Right dors. LateralI

VentromedialB

Posterior MTLE

Fig. 3. (A–I) Spatial distributions of DMN subnet-
works across subjects. Color indicates number of sub-
jects with spatial overlap of matched subnetworks at
each point in the brain. ant., anterior; dors., dorsal.
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that were significant across subjects beyond the Parietal–Lateral
effects described above. The exception was the Retrosplenial
subnetwork, in which signals were observed to be very early (as in
ref. 25), leading the Parietal subnetwork at P < 0.05 (corrected)
and the Ventromedial and Left Dorsal Lateral subnetworks at
P < 0.05 (uncorrected) (SI Appendix, Fig. S10 C and D). Thus,
DMN subnetworks exhibit systematic temporal delays that con-
tribute to the wide range of delays found at the whole-network
level (25).

Discussion
The DMN has previously been divided into dorsal and ventral
subsystems (41, 54, 68), with a Core linking the two (22, 37). The
present work replicated these divisions and identified additional
subdivisions apparent across individuals based on similarities in
the location, shape, topology, and spatial distribution of the
subnetwork.

Separate Anterior Lateral and Dorsal Lateral Subnetwork Streams
Couple DMN to Control and Language Systems. We observed a
Parietal subnetwork matching that described by ref. 54 and
similar to the Core described by refs. 22 and 37. We also found
that more dorsal DMN structures were separable into two pairs
of lateralized subnetworks in angular gyrus, lateral temporal
cortex, and middle/superior frontal gyrus. These four subnet-
works, while consistently exhibiting representation on the same

gyri, were individually variable in their locations on the cortex
but exhibited spatially consistent representations in cerebellum.
This cerebellar representation of DMN substructures is generally
consistent with previous group (60) and individual-specific (52)
mappings of DMN in the cerebellum. However, while those
studies suggested two mirrored DMN representations in the
dorsal and ventral aspects of the posterior lobe, here, we dem-
onstrate that this representation is not mirrored. Rather, the
Parietal subnetwork was localized to bilateral inferior posterior
lobe, while Lateral subnetworks were represented in contralat-
eral (relative to cortex) superior posterior lobe straddling the
horizontal fissure.
The analyses used here allow us to hypothesize potential dif-

ferentiable roles for these Parietal and Lateral subnetworks. The
Parietal subnetwork was strongly connected to other DMN
subnetworks and exhibited a central role within the large-scale
DMN, suggesting it may coordinate the activity of the other
subnetworks. By contrast, the Anterior Lateral subnetworks
uniquely exhibited positive connectivity to the Language net-
work, while the Dorsal subnetworks uniquely exhibited positive
connectivity to the Frontoparietal network. These appear to be
specific circuits within the brain’s network structure serving as
sets of connector hubs by enabling separate streams between the
DMN and the Frontoparietal and Language networks.
These internetwork interactions may reflect separate inputs of

control and language functions into the DMN. We found that
BOLD signals within three of these four Lateral networks lagged
the signals in the Parietal subnetwork by around 300 to 400 ms
(Fig. 6), in addition to lagging the signals in most other sub-
networks (SI Appendix, Fig. S10C). Previous work has described
how infra-slow (<0.1 Hz) BOLD activity propagates in roughly
reciprocal directions relative to faster delta-band activity (1 to 4
Hz), possibly helping to organize and regulate the fast delta-band
information transfer (69, 70). While overall activity propagation
between cortical regions is bidirectional, the delayed infra-slow
BOLD activity observed in the Lateral subnetworks may repre-
sent a bias for higher-frequency activity to propagate more com-
monly from the Frontoparietal and Language large-scale networks
to the Parietal subnetwork (via the Lateral subnetworks) than
vice versa.
These two separate streams of activity propagation could

represent very different functions. The Frontoparietal network is
believed to exert top-down regulatory control over lower-level
processing systems (71–73), including the DMN (74). As such,
interactions between the Frontoparietal and DMN networks
could represent the Frontoparietal network regulating the DMN
via connector hubs (24, 75, 76), like the Dorsal Lateral subnet-
works here. Interactions between the DMN and the Language
network have also been previously reported (2, 5); we hypothe-
size that such interactions may represent linguistic input into the
internally oriented functions of the DMN. Indeed, regions of the
inferior parietal lobe and cerebellum corresponding with the
Anterior Lateral DMN subnetwork are engaged by language,
social, and self-referential processing (77–79), suggesting their
common role in both linguistic and internally oriented processes.
Overall, the identification of separable, individual-specific

coupling from the Frontoparietal network and Language net-
work to the DMN suggests that the DMN does not operate in
isolation but may be instantiated or regulated by inputs from
control and Language networks. This conceptualization paves
the way for testing hypotheses about these Frontoparietal
network–DMN and Language–DMN interactions in disorders
such as posttraumatic stress disorder (PTSD), in which lateral
prefrontal-mediated top-down regulation of emotions is deficient
(80), but verbal processing of memories can reduce intrusive
symptoms (81). It also suggests that these network–network inter-
actions may be specifically modifiable via treatments such as

A

B

Fig. 4. Subnetworks represent differentially task-activated divisions within
large-scale networks. (A) Task heterogeneity within the large-scale DMN in
example subject MSC01. Patterns of task activation (Top) driven by a Scene >
Face contrast correspond very well with DMN subnetwork divisions (Bot-
tom). (B) Variance in the pattern of Scene > Face task activation (y axis)
explained by DMN subnetwork divisions (red) and by rotated DMN subnet-
works (black), for each subject (x axis).
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transcranial magnetic stimulation that can target individual-specific
DMN subnetworks.
It is likely that temporally ordered interactions may also be

present among other association networks such as the Dorsal
Attention and Salience networks (82, 83). As such, future ex-
amination of subnetworks within these systems may reveal the
individually specific pathways by which these interactions occur.

Subnetworks Represent Task Patterns More Specifically than Large-Scale
Networks. In comparison to classic RSFC-derived large-scale brain
networks, the subnetwork divisions identified here likely represent a
lower level of the brain’s hierarchically nested network structure,
which allows them to demonstrate improved specificity in charac-
terizing the brain’s functional organization in individuals. While
large-scale brain networks are often used to help make sense of
group averaged task-driven responses (6), in individual brains, these
networks are often heterogeneously engaged by tasks, as measured
by BOLD fMRI (55) or intracranial electroencephalogram (84, 85).
This functional heterogeneity limits our ability to infer specific
functions of these networks based on their task engagement. By
contrast, subnetworks exhibit more homogenous and more in-
dividually specific task responses (Figs. 1 and 4). While large-scale
networks are good representations of the systems level of brain
organization (86) and thus may be appropriate units of analysis for
many systems-level questions, the subnetworks delineated here
better capture a level of organization corresponding with individual-
specific brain regions engaged during task processing, especially in
task contrasts where brain activation is regionally selective. Thus,
achieving true individual-level specificity in quantifying task en-
gagement may require the use of subnetworks.
Subnetworks also converge with known patterns of task en-

gagement. Regions of the Parietal subnetwork previously have been
associated with internally oriented (10) and socially oriented cognition

(55). Pregenual subnetwork regions (pregenual medial prefrontal
cortex, ventral anterior insula, and anterior striatum) have been as-
sociated with reward, expected value, and decision-related positive
affect (87–92). Further, the ventral aspects of the DMN were divisible
into separate Retrosplenial, Ventromedial, and Posterior MTL sub-
networks, which each correspond with distinct, known functional
processes. Retrosplenial cortex engages during processing of contex-
tual and especially scene information (15), the ventromedial prefrontal
cortex connects to the anterior MTL to regulate fear or anxiety (16,
89, 93), and the posterior MTL is critical for long-term memory
(94–96), among other functions.

Individualized DMN Subnetworks May Be Critical for Use in Clinical
Populations. Identifying brain circuits relevant for fear and anxi-
ety (Ventromedial), social cognition (Parietal), and reward
processing (Pregenual) may be critical for the study of phobias,
autism, and addiction, respectively. Similarly, the Lateral sub-
network links between DMN and Frontoparietal systems may be
critical for understanding top-down control of emotion in PTSD
and depression. However, even more important may be the
ability to identify these subnetworks in individual patients. For
example, within the ventromedial prefrontal cortex, the locali-
zations of reward, social processing, and fear overlap in group-
average studies, such that metaanalyses are needed to identify
partial dissociations between functions (18, 89, 97, 98). By con-
trast, here, we are able to identify, in most individuals, three
separate subnetworks that coincide with these functional disso-
ciations (Pregenual, Parietal, and Ventromedial). Identification
of such circuits in individual patients could enable dramatic
advances in our ability to diagnose disorders, evaluate treatment
efficacy and/or predict treatment response, and specify targets
for deep-brain stimulation-based interventions.

A

B C D

E F

Fig. 5. DMN subnetworks are differentiated by
functional connectivity to large-scale networks and
by network role. (A) A spring-embedding plot illus-
trating relationships among DMN subnetworks and
other networks in one example subject. Language
and Frontoparietal networks are linked to specific
DMN subnetworks. Nodes in this network are con-
tiguous subnetwork regions. The Posterior MTL
subnetwork is not shown here as it connects only to
itself in this subject. (B) The Parietal subnetwork
exhibited stronger RSFC to the rest of the DMN than
any Lateral subnetwork. (C) The Anterior Lateral sub-
networks both exhibited stronger connectivity to the
Language network than any other subnetwork, except
the Left Dorsal Lateral subnetwork. (D) The Dorsal Lat-
eral subnetworks both exhibited stronger connectivity to
the Frontoparietal network than any other subnetwork.
(E) The Parietal subnetwork exhibited larger within-
network degree Z scores than any Lateral subnetwork
except the Right Anterior Lateral subnetwork. (F) The
Parietal subnetwork exhibited smaller participation co-
efficients than any Lateral subnetwork. Error bars in-
dicate SEs across subjects. ant., anterior; dors., dorsal.
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Limits of Network Subdivision May Depend on Data Characteristics.
Subnetwork homogeneity and task-explanatory power was opti-
mized at 0.1% graph density, and further network subdivision did
not improve validity. This finding identifies a lower bound be-
yond which investigating network substructures using RSFC is no
longer advantageous—at least with these data.
The nature of this apparent lower bound is not clear. One

possibility is that, neurobiologically, brain network subdivisions
do not exist below a certain scale, and so subdividing the net-
works present at that scale cannot produce additional in-
formation (beyond simply breaking those subnetworks into
contiguous clusters, as in areal parcellation approaches; e.g., ref.
56). However, preliminary investigation into these sparser scales
suggests this may not be the case. For example, SI Appendix, Fig.
S11 illustrates how Frontoparietal subnetworks identified at the
“optimal” 0.1% density in one subject exhibit inhomogenous
activation patterns that appear better explained by the 0.05%
density subnetworks, suggesting that in specific cases or specific
subjects, more subdivided networks may contain additional in-
formation about brain organization.
A more likely explanation for this lower bound is that the

validity measures calculated at sparse thresholds may be con-
strained by limitations on the effective spatial resolution of the
present BOLD data—e.g., voxel size, spatial autocorrelation,
and applied smoothing kernel—that reduce the observable val-
idity of very small network structures. Thus, while the finding
that brain networks are divisible is not in doubt, the limits of that
divisibility should be further explored using higher-resolution
single-subject data.

Improving and Expanding Subnetwork Delineation. Here, we iden-
tified DMN subnetworks by conducting community detection
separately at multiple scales. While the Infomap algorithm
employed here is relatively stable across scales (2, 5), other ap-
proaches can conduct community detection in a truly multiscale
fashion, by considering all densities/network scales at once
(29–31, 99, 100). Future work may explore whether a multiscale
approach could improve the robustness of detected subnetworks
and allow better comparison across scales.
While we focused on identifying and characterizing sub-

network structures of DMN, we believe that such subnetwork
structure is likely a general feature of brain networks. Indeed,
previous work suggests that subnetwork structure exists within
Frontoparietal (23, 37, 101) and Visual (37, 102–104) networks,
while the data presented here suggest that the Frontoparietal
and Somatomotor networks also exhibit finer task-relevant sub-
network structure than has previously been described (SI Appendix,
Fig. S6). Future work elucidating such structures and their roles
within their large-scale network will allow a more detailed mapping
between network structures and cognitive functions, which will in

turn enable a more detailed understanding of the healthy and
pathological network organization of individual human brains.

Methods
Subjects. Data were collected from 10 healthy, right-handed, young adult
subjects (5 females; age: 24 to 34 y). Two of the subjects were authors
(N.U.F.D. and S.M.N.), and the remaining subjects were recruited from the
Washington University community. Informed consent was obtained from all
participants. The study was approved by the Washington University School
of Medicine Human Studies Committee and Institutional Review Board. For
details of the acquisition parameters, task design and analysis, and pro-
cessing procedures, refer to SI Appendix, Supplemental Methods. Other
findings using these participants and processing procedures have been
previously reported (2, 50, 52, 53, 105).

Mapping Multiscale Network Structure. We first calculated the cross-
correlation matrix of time courses from all brain vertices (on the cortex)
and voxels (in subcortex), concatenated across sessions. Correlations be-
tween vertices/voxels within 30 mm (within-hemisphere connections: geo-
desic distance; subcortical–cortical connections: Euclidean distance) of each
other were set to zero in order to avoid effects of spatial smoothing. Con-
nections between subcortical structures were disallowed, as strong correla-
tions within nearly the entire basal ganglia prevented cortical–subcortical
network structures from emerging at sparse graph densities. In-
terhemispheric connections between cortical surfaces were retained.

We observed that correlations within regions with low BOLD signal due to
susceptibility artifact dropout were effectively random. Thus, we calculated a
set of low-signal regions as the vertices in which the average mode-1,000
normalized BOLD signal across subjects and time points was less than 750
(56). All connections to low-signal vertices were set to zero.

This matrix was thresholded at multiple levels in such a way to retain at
least the strongest X% of connections to each vertex and voxel. Because we
did not enforce a requirement that exactly X%of connections survive, this did
not result in a homogenous degree distribution. Some voxels/vertices with
only relatively weak connections had close to X% of their connections survive
thresholding. Other voxels/vertices had much more than X% of their con-
nections survive, because they retained not only their own top X% con-
nections but also many other connections that were in the top X% of
connections of other vertices. Unlike previous approaches (5), this approach
did not result in a graph with an a priori density, but rather in a fully con-
nected graph in which every node was connected to at least X% of the other
nodes. The values of X employed varied by approximate powers of two
(rounded to base-10 values) and were as follows: 0.01, 0.02, 0.05, 0.1, 0.2,
0.5, 1, 2, and 5%. For a visualization of how these procedures affected the
connectivity matrix, see SI Appendix, Fig. S12.

These thresholdedmatrices were used as inputs for the Infomap algorithm
(59), which calculated community assignments (representing brain network
structures) separately for each threshold. Small networks with 10 or fewer
vertices/voxels were considered unassigned and removed from consider-
ation. This analysis was conducted in each subject.

Calculating Network Internal Validity. For each separate brain network at each
density in each subject, we measured the homogeneity of the functional
connectivity patterns within the network, following ref. 56. For all vertices
within the network, we computed a functional connectivity pattern as the
Fisher-transformed correlation between the vertex’s time course and the

A B

Fig. 6. BOLD signals in Lateral DMN subnetworks
are delayed relative to those in the Parietal sub-
network. (A) Average temporal ordering of signals in
each subnetwork relative to other subnetworks. Er-
ror bars indicate SEs across subjects. (B) TD matrix
indicating relative lead/lag of each network pairing.
Dark colors indicate the “column” subnetwork is
earlier; light colors indicate the “row” subnetwork is
earlier. *P < 0.05 corrected; ***P < 0.001 corrected.
ant., anterior; dors., dorsal.
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time courses of every other point in the brain. The connectivity patterns of
all vertices within the network were then entered into a principal compo-
nents analysis. Homogeneity was calculated as the percent variance in con-
nectivity patterns explained by the first (largest) principal component
(i.e., the most common connectivity pattern). To assess the total homoge-
neity of all networks delineated at a given density, we averaged homoge-
neities across networks, weighting each value by the number of vertices
within its network. Calculations were restricted to cortical surface vertices, as
subcortical voxels could not be included in a rotation-based null model (below).

Importantly, the spatial autocorrelation of smoothed BOLD data means
that small networks are more likely to contain a single connectivity pattern
than large networks. As such, homogeneity-based evaluations of a network
should consider whether the network is more homogenous than a randomly
placed network of the same size and shape. Thus, we calculated homoge-
neities of matched null networks consisting of randomly placed networks
with the same size, shape, and relative position to each other.

To create such matched random networks, we rotated each hemisphere of
the original networks a random amount around the x, y, and z axes on the
spherical expansion of the cortical surface. This procedure randomly relo-
cated each network while maintaining networks’ size, shape, and relative
positions to each other. Random rotation was repeated 100 times to gen-
erate distributions of homogeneities calculated from random networks.
Vertices rotated into the medial wall or into low signal-to-noise ratio (SNR)
regions were not included in the homogeneity calculation.

The null-corrected internal validity of a set of networks was calculated as
the size-weighted average homogeneity of all networks (as above) minus
the median of the size-weighted average homogeneities calculated from
rotated networks.

Calculating Network External Validity. For each density in each subject, we
measured how well identified network structures explained spatial patterns
of three task contrasts: the (left hand + right hand) > (tongue) contrast from
the motor task; the (all scenes) > (all faces) contrast from the implicit
memory task; and the (semantic judgment) > (fixation) contrast from the
mixed design task. Z-transformed contrast t values from (high-SNR) cortical
vertices were entered as the dependent variable in a one-way ANOVA, and
vertex network identities were entered as the independent factor. The pri-
mary outcome of interest from this ANOVA was the R2 value, representing
variance in the task-activation pattern explained by the networks. Here, we
used adjusted R2, which accounted for number of levels (i.e., network
numbers) within the ANOVA factor varying across density thresholds. As
above, calculations were restricted to cortical vertices.

As with homogeneity, this R2 measure must account for network size.
Thus, we compared R2 measures calculated from real networks against null
R2 measures calculated from 1,000 randomly rotated networks, using the
same rotation techniques as above.

For a given task contrast, the null-corrected external validity of a set of
networks was calculated as the R2 value of the real networks explaining that
task contrast minus the median of the R2 values from all rotated networks
applied to that task contrast.

Determining Individual-Specific Large-Scale Network Identities. For each sub-
ject, we identified canonical DMN, Frontoparietal, and Language networks at
the 5%density level following the approach described in ref. 2. Briefly, all 5%
density Infomap-derived communities within an individual were compared
(using spatial overlap, quantified with the Jaccard index) to each network in
turn from an independent set of group networks (described more compre-
hensively in ref. 2; see SI Appendix, Fig. S13 for these independent group
networks). Note that, at the 5% level, some group networks (e.g., somato-
motor hand, mouth, and foot) were typically combined together. The best-
matching community was assigned that network identity. Matches lower
than Jaccard = 0.1 were not considered (to avoid matching based on only a
few vertices). Notably, in some subjects, the Language network was in-
tegrated into the DMN at the 5% level; in these cases, we reidentified
networks at 2% density (SI Appendix, Fig. S5).

Identifying DMN Subnetworks in Individuals. For each subject, we visually
examined the cortical and subcortical topographies of each subnetwork, as
well as their topological arrangement relative to each other. Subnetworks
were identified based on the following heuristic rules:

The Parietal subnetwork was the subnetwork most closely following the
classic distribution of DMN regions. We searched for a subnetwork with
strong bilateral medial parietal and angular gyrus representation, as well as
some presence in superior frontal gyrus, anterior medial prefrontal cortex,
and anterior lateral temporal cortex.

The Ventromedial subnetwork was present bilaterally in a swath running
from subgenual cingulate to ventral anterior ventromedial prefrontal cortex.

The Pregenual subnetwork was represented in bilateral pregenual cin-
gulate and had a characteristic shape wherein it extended dorsally along the
anterior cingulate and forward into anterior medial prefrontal cortex.

The Retrosplenial subnetwork was present in bilateral retrosplenial cortex
extending dorsally and posteriorly into the precuneus, with representation in
the inferior temporal cortex and in posterior angular gyrus, abutting the
angular gyrus Parietal subnetwork cluster.

The Posterior MTL subnetwork was present in the bilateral posterior medial
temporal cortex and hippocampus, with little representation elsewhere.

The Dorsal Lateral subnetworks had lateralized representation in the
angular gyrus, superior frontal cortex, and posterior cerebellum, but little
representation in the medial parietal cortex. The angular gyrus cluster was
required to be dorsal to the Parietal subnetwork cluster in the angular gyrus.

The Anterior Lateral subnetworks had lateralized representation in the
angular gyrus, superior frontal cortex, and posterior cerebellum, but little
representation in the medial parietal cortex. The angular gyrus cluster was
anterior to the angular gyrus Parietal subnetwork cluster, and the cerebellar
cluster was medial to the cerebellar cluster of the Dorsal Lateral subnetwork.

Calculating Connectivity to Other Networks. For each DMN subnetwork
matched across subjects, we calculated the average time course across sub-
network voxels/vertices. We then calculated the average time courses across
voxels/vertices of 1) the DMN, 2) the Language network, and 3) the Fron-
toparietal network. Voxels/vertices that overlapped with that subnetwork
were excluded from these averages. We then calculated the functional con-
nectivity between each DMN subnetwork and each of the three large-scale
networks as the Fisher-transformed correlation of the two time courses.

We compared subnetworks’ network-specific connectivities to each other
using paired t tests (subnetwork vs. subnetwork) and applying FDR correc-
tion for multiple comparisons.

Subnetwork–Network Relationships. Visualization of subnetwork–network
relationships in individual subjects was conducted using spring-embedded
plots (5), as implemented in Gephi (https://gephi.org/). In each subject, nodes
were defined as congruent clusters of subnetworks larger than 20 mm2.
Nodes were selected from the nine matched DMN subnetworks, as well as
from other subnetworks within the large-scale Frontoparietal and Language
networks (as defined at the 5% density level). Pairwise connectivity between
nodes was calculated as the Z-transformed correlation of their mean time
courses. For visualization purposes, graphs were constructed by thresholding
node-to-node connectivity matrices at 10% density (conclusions did not
change at 5% density).

Calculation of Graph-Theoretical Measures. In each subject, the graph used was
defined using a 5% density threshold. This relatively dense threshold was
used because we observed that at the 0.1% density level, nodes rarely had
connections outside their subnetworks. This caused the graph to be mostly
connected only in subnetwork clumps, with no overall network structure
evident, and resulted in graph measures being mostly meaningless. Module
identities for each nodewere input as the node’s large-scale network identity
(DMN, Frontoparietal, or Language).

Node centrality was calculated as within-module degree Z score, while
connector hubness was calculated as participation coefficient; both were
computed using the Brain Connectivity Toolbox (106). For each subject,
within-module degree Z scores and participation coefficients were averaged
across nodes separately for each subnetwork.

We compared subnetworks’ within-module degree Z scores and partici-
pation coefficients to each other using paired t tests (subnetwork vs. sub-
network) and applying FDR correction for multiple comparisons across both
measures and all pairwise subnetwork comparisons.

Calculating Subnetwork Time Delays. We computed TD estimates using a
previously published method (66). Briefly, we averaged BOLD signals across
all voxels/vertices within each subnetwork. Then, for each session, we com-
puted a lagged cross-covariance function (CCF) between each pair of sub-
network time courses. These lags used the same temporal resolution as the
acquired data (volume time of repetition [TR] = 2,200 ms). To account for
censored frames, we computed CCFs over blocks of contiguous frames and
averaged these CCFs, weighted by block duration, to obtain a single-session
CCF. We excluded TDs greater than 4 s as, in our experience, these tend to
reflect sampling error or artifact. Thus, CCFs were computed over three TR
shifts in the positive and negative directions, making the minimum block
duration [3 (TR shifts) + 1 (zero-lag)] × TR = 8.8 s. Lags were then more
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precisely determined by estimating the cross-covariance extremum of the
session CCF using three-point parabolic interpolation. The resulting lags
were assembled into an antisymmetric matrix capturing all pairwise TDs (TD
matrix) for each session, which was averaged across sessions to yield subject-
level TD matrices.

Each subject’s TD matrix was averaged across rows to summarize the
average time shift from one subnetwork to all other subnetworks. Statistics
were performed on TD matrices as one-sample t tests testing whether the TD
for each pair of subnetworks was different from zero across subjects, Bon-
ferroni correcting for multiple comparisons.

Supplemental analyses repeated the above procedures after segregating
cortical from cerebellar aspects of the network.

Data and Software Availability. Data from the MSC Dataset have been de-
posited in the Openneuro data repository (https://openneuro.org/datasets/
ds000224/versions/1.0.1) under the label “Midnight Scan Club.” Code to

perform all preprocessing and analysis is available at GitHub (https://github.
com/MidnightScanClub/Gordon_2020_PNAS).
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